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ABSTRACT 

Snow Hydrology: The Parameterization of Subgrid Processes within  

a Physically Based Snow Energy and Mass Balance Model 
 

by 

Jinsheng You, Doctor of Philosophy 
 

Utah State University, 2004 
 

Major Professor: Dr. David G. Tarboton 
Department: Civil and Environmental Engineering 
 

The objective of this research was to develop techniques for the representation 

and parameterization of subgrid and distributed snow processes within snowmelt models.  

Snowmelt is driven by energy exchanges at the snow surface that have horizontal 

variability down to scales of 1 to 10 m.  When areas with large extent are modeled, it is 

impractical to apply models distributed on a 1 to 10 m grid.  Large model elements, either 

grid squares or topographically delineated, need to be used.  Therefore, it is necessary to 

develop modeling approaches that can parameterize the variability within these elements, 

referred to as subgrid variability.   The role of subgrid variability increases as the model 

element size is increased, so as scale increases the representation of subgrid variability 

becomes more important.  Computational tools are needed to explore the scale 

dependence of the subelement representation.   Since subgrid variability is closely related 
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to the topography, the parameterization of subgrid variability from the topography or 

topographical features was investigated.  

This dissertation is a collection of four papers that address some of these 

challenges.  The goal is to combine physically based modeling emphasizing physical 

understanding of the reasons for and processes involved in spatial variability of snow and 

snowmelt with the analysis of extensive existing remotely sensed and field-based data 

from a Colorado Front Range watershed – Green Lakes Valley (GLV) watershed.  A 

small-scale distributed model was used to quantify and refine the representation of the 

spatial snow accumulation and melt processes.  This then formed the basis for 

parameterization of subgrid variability through the use of depletion curves and the 

derivation of these depletion curves from digital elevation data.  As a final step the scale 

dependence of depletion curves was explored and to some extent quantified.   

 
(188 pages) 
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CHAPTER 1  

INTRODUCTION 

 
Snowmelt runoff is an important water resource in much of the world including 

the semiarid regions of the western U.S.  Understanding the processes involved with the 

accumulation and ablation of snow and capability for the modeling of snowmelt runoff is 

therefore important for water resources planning and management, as well as flood 

control or mitigation.  

Snow accumulation and melt involve spatially variable processes leading to 

spatial heterogeneity over a range of scales.  At the largest scale snow varies with latitude 

and elevation.  At smaller scales snow varies due to wind drifting and avalanching, 

sliding or sloughing that results in the redistribution of snow as well as differential melt 

due to variability in exposure to melt energy inputs.  The heterogeneity in the snowpack 

that results from these processes poses challenges to the modeling of snow accumulation 

and melt.   

This dissertation explores the broad problems associated with the spatial 

heterogeneity of snow and approaches to quantify heterogeneity and accommodate 

heterogeneity into snow models.  The focus is on understanding the sources of variability 

and using parameterizations such as an accumulation factor field in distributed modeling 

and depletion curve to parameterize subgrid variability within large model elements.  The 

accumulation factor is a quantity that describes the variability of snow accumulation at 

each point relative a reference precipitation input (Tarboton et al., 1995; Luce et al., 

1998).  A depletion curve quantifies the reduction in snow-covered area during the 



 

 

2 
progress of snowmelt and is related to the spatial distribution of snow (Luce et al., 

1999).  Specific questions that are addressed are: What are the sources of snow variability 

leading to the spatially distributed snow patterns observed? How can we understand the 

linkage between these sources of variability and the resultant heterogeneity in the 

distribution of snow? Can efficient numerical approximations be developed to quantify 

and model the heterogeneity of snow over watersheds? 

Spatial variability of snow is a result of variations in topography (Gray and Male, 

1981), prevailing winds (Gray and Male, 1981; Schmidt, 1982; Tabler et al., 1990; Elder 

et al., 1991; Blöschl and Kirnbauer, 1992; Luce et al., 1998; Prasad et al., 2000), 

radiation exposure (Marks and Dozier, 1979; Dozier, 1980; Dozier and Frew, 1990), and 

vegetation (e.g. Verstraete et al., 1990; Ni et al., 1997).  Spatially distributed models 

subdivide the modeling domain into model elements.  Snow processes are explicitly 

represented in each model element.  However, spatial variability consists of two 

components, the inter-element variability and subgrid variability.  Subgrid variability is 

variability with length scales smaller than the modeling element size which cannot be 

explicitly interpreted, and an effective approach is required to parameterize or represent it 

(Beven, 1995; Blöschl, 1999).  The role of subgrid variability becomes more important 

and the proportion of variability that is subgrid variability increases with increasing size 

of the modeling element.  Nonlinearity of the snow hydrologic processes, e.g. wind 

redistribution and surface-atmosphere energy exchanges poses an additional challenge to 

modeling subgrid variability because calculations based on average properties do not give 

the same result as calculations over a distribution of properties.  Model parameterizations 

that address the subgrid variability should be physically based and founded on a good 



 

 

3 
understanding of the sources of the variability and the relative roles that these sources 

play in the total variability.    

Snowmelt is primarily driven by energy exchanges at the snow surface.  Snow 

accumulation and melt have horizontal variability down to scales of 1 to 10 m (hereafter 

referred to as the point scale). The physical processes responsible for snowmelt at these 

point scales are relatively well understood and modeled by a variety of point models 

(Anderson, 1976; Morris, 1990; Jordan, 1991; Tarboton et al., 1995; Tarboton and Luce, 

1996).  However when larger scales are considered, it is frequently computationally 

prohibitive or there is insufficient data to apply such models in a distributed fashion at 

each grid point at a 1 to 10 m resolution; this being the requirement for a physical 

representation of the process.  Therefore it is necessary to develop modeling approaches 

that can parameterize the subgrid variability.   

The objective of this work was to develop techniques for the representation and 

parameterization of subgrid and distributed snow processes within snowmelt models. The 

goal was to combine physically based modeling emphasizing physical understanding of 

the reasons for, and processes involved in, spatial variability of snow and snowmelt with 

analysis of remotely sensed and field based data sets. The specific objectives were to: 

(1) Enhance the UEB point snowmelt model incorporating results from recent 

research to provide a parameterization of our current understanding of point 

snowmelt processes appropriate for application at the study site.  

(2) Apply the enhanced UEB model at each grid point over the study area to provide 

an explicitly spatially distributed parameterization.  Calibrate input accumulation 



 

 

4 
factors against observations to provide an encoding of our fine scale 

understanding of snow processes within the study area. 

(3) Use results from the explicitly distributed model to develop depletion curves for 

areas typical of broad scale model elements.  Explore the relationship between 

depletion curves and digital elevation data, recognizing that topography is the 

primary physical determinant of spatial variability in the high alpine basin studied. 

(4) Quantify the scale dependence of depletion curves.  Since the variability with 

model elements depends upon scale (size) a hypothesis is that depletion curves are 

scale dependent. The objective here was to develop general scaling rules for 

working with depletion curves in the context of the physically based snowmelt 

model being used.  

This dissertation is organized into six chapters, including this introduction and the 

summary.  Chapters two through five address each of the objectives enumerated above.   

Chapter 2 incorporates recent findings to enhance the physically based point scale 

implementation of the Utah Energy Balance (UEB) snowmelt model.  The modified 

force-restore approach was incorporated into the original UEB to better approximate the 

surface temperature of snow following the suggestions of Luce (2000) and Luce and 

Tarboton (2001).  A new refreezing scheme to represent the penetration of a refreezing 

front following melt was added.  The thermal conductivity of the snow for the shallow 

snowpack was adjusted since the heat conduction in the shallow snow penetrates into the 

underlying soil layer.  The enhanced model (hereinafter referred to as the new model) 

was then calibrated and tested against the snow water equivalent, surface temperature of 

snow, meltwater output, and the internal energy of snowpack measurements.  The new 
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model was validated for the Green Lakes Valley watershed study site that was the focus 

of the remaining chapters.   

Chapter 3 applied the point scale UEB model to the spatially explicit simulation 

of snow accumulation and melt on a 10 m grid over the Green Lakes Valley Watershed.   

Four snow covered images were used to calibrate an “accumulation factor” (Tarboton et 

al., 1995; Luce et al., 1998) to represent the wind blowing and sliding/sloughing 

redistribution of snow.  The snow covered area images were used to establish the date at 

which snowcover was last observed and the later date at which a snow free surface was 

first observed at each grid cell.  The accumulation factor in the mass balance equation of 

the UEB model was adjusted to have the model predicting snow disappearance on each of 

these dates and thus provide upper and lower bound estimates for the accumulation factor 

at each grid cell.  An assumption was made that edge grid cells in the snow covered area 

images, if snow covered are about to be snow free, or if snow free have just become snow 

free.  Based upon this the accumulation factor was assumed at the appropriate specific 

bound value, providing accumulation factor for the subset of the domain consisting of 

edge cells.  This subset was used to calibrate a regression model related to topographic 

attributes to estimate accumulation factor over the entire domain.  The spatially explicit 

point UEB model with these accumulation factors was evaluated by comparison against 

snow covered area images over the entire watershed and deemed to provide an adequate 

representation of spatially distributed snow accumulation and ablation processes in this 

watershed.  The results from this model were then used as the fine scale reference 

representation of spatially distributed snow accumulation and ablation for use in the 

evaluation of subgrid parameterizations.   
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Chapter 4 examined whether the depletion curve could be derived from various 

surrogate variables such as: elevation; accumulation factor, in this case estimated from 

the snow covered area images; and peak accumulation estimated based on regression with 

accumulation factor and elevation as predictor variables.  The regression parameters were 

calibrated against peak accumulation from the spatially explicit model used as a reference.  

Chapter 4 also evaluated the derivation of a depletion curve from spatial distributions of 

accumulation and ablation (melt and sublimation combined) combined using the 

convolution integral either assuming independence or explicitly recognizing the spatial 

dependence between accumulation and ablation.  This chapter found that it was possible 

to get depletion curves that approach the reference depletion curve based on surrogate 

variables, but that the better estimates still require some reliance on spatially explicit 

modeling.  

Chapter 5 examined the scaling properties of the depletion curve subgrid 

parameterization through an analysis of sub-watersheds of different sizes.  The 

coefficient of variation of the snow accumulation and melt related variables was 

examined for sub-watersheds covering a range of scales and physical attributes.   The 

depletion curve parameterization in the lumped model was shown to produce acceptable 

results in comparison to both the reference explicitly distributed model and observed 

snow covered area fraction when applied treating the entire study area as a single model 

element.  This would suggest that there is not a scale limitation on this theory up to the 

scale of 8.1 km2 in this setting.  However when the depletion curve parameterization was 

applied to selected subwatersheds within this domain, discrepancies were noted in certain 

topographic settings.  The fact that these discrepancies do not impact the overall results 
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when applied to a large watershed suggests that there are perhaps offsetting errors, or 

that these discrepancies occur in a relatively small fraction of the area.  Nevertheless the 

physical cause and limitations implied by these issues need to be the subject of further 

investigation. 

Chapter 6 summarizes the overall conclusions and discusses opportunities for 

future research.  Overall this work has significantly improved the performance of the 

UEB point model through the enhancements described in chapter 2.  The approach 

described in chapter 3 provides a practical way for the estimation of accumulation factors 

making use of this methodology practical for domains too large for field surveys.  

Chapters 4 and 5 further advance the practical use of depletion curves by evaluating 

methods for their derivation based on surrogate data and examining scale dependencies.    
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CHAPTER 2 

 MODELING THE SNOW SURFACE TEMPERATURE IN AN ENERGY  

BALANCE SNOWMELT MODEL 

Abstract: 

Snow surface temperature is a key control on energy exchanges at the snow surface, 

particularly net longwave radiation and turbulent energy fluxes.  The snow surface 

temperature is in turn controlled by the balance between various external fluxes and the 

conductive heat flux, internal to the snowpack.  Because of the strong insulating 

properties of snow, thermal gradients in snow packs are large and nonlinear a fact that 

has led many to advocate multiple layer snowmelt models over single layer models.  In 

an effort to keep snowmelt modeling simple and parsimonious, the Utah Energy Balance 

(UEB) snowmelt model used only one layer, but allowed the snow surface temperature to 

be different from the snow average temperature by using an equilibrium gradient 

parameterization based on the surface energy balance.  Although this procedure was 

considered an improvement over the ordinary single layer snowmelt models, it still 

resulted in discrepancies between modeled and measured snowpack energy contents.  In 

this paper we examine the parameterization of snow surface temperature in single layer 

snowmelt models from the perspective of heat conduction into a semi-infinite medium.  

We evaluate the equilibrium gradient approach, the force-restore approach, and a 

modified force-restore approach.  In addition, we evaluate a scheme for representing the 

penetration of a refreezing front in cold periods following melt.  We also introduce a 
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method to adjust effective conductivity to account for the presence of ground near to a 

shallow snow surface.  These parameterizations were tested against data from the Central 

Sierra Snow Laboratory, CA, Utah State University experimental farm, UT, and 

Subnivean snow laboratory at Niwot Ridge, CO.  These tests compare modeled and 

measured snow surface temperature, snow energy content, snow water equivalent, and 

snowmelt outflow.  We found that with these refinements the model is able to better 

represent the snowpack energy balance and internal energy content while still retaining a 

parsimonious one layer format. 

INTRODUCTION 

Snowmelt is an important source of water in the western United States and much 

of the world. Modeling snowmelt is important for water resources management and the 

assessment of spring snowmelt flood risk. The processes involved in snowmelt have been 

widely described (U.S. Army Corps of Engineers, 1956; Linsley et al., 1975; Gray and 

Male, 1981; Bras, 1990; Dingman, 1994; Viessman et al., 2002).  In snowmelt modeling, 

the heat flux between the snowpack and the atmosphere is partially governed by the 

atmospheric conditions and the snow surface temperature (Gray and Male, 1981; Dozier,  

1989; Dingman, 1994) which depends on the conductive heat flux into the snow.  

Modeling conductive heat flux through the snowpack is a complex problem due to the 

changing nature of the snowpack through the influences of heating and cooling history.  

One of the primary reasons for the poor performance of single layer models in 

comparative validations is the poor representation of internal snowpack heat transfer 

process (Blöschl and Kirnbauer, 1991; Koivasulo and Heikenkeimo, 1999).  Some 
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snowmelt models use finite difference solutions of the heat equation (Yen, 1967; 

Anderson, 1976; Flerchinger and Saxton, 1989; Jordan, 1991; Dickinson et al., 1993).  

Possible inaccuracies in modeling the internal snowpack properties could lead to errors in 

estimating the snowpack and snow surface temperature (Colbeck and Anderson, 1982).  

Thus, it is desirable to have a simple model to avoid introducing errors due to attempts to 

represent complex internal snow processes.   

The UEB snowmelt model (Tarboton et al., 1995; Tarboton and Luce, 1996) is a 

physically-based point energy and mass balance model for snow accumulation and melt.  

The snowpack is characterized using two primary state variables, namely, snow water 

equivalent, W, (m) and the internal energy of the snowpack and top layer of soil, U (kJ  

m-2).  The physical basis of the model is the conservation of mass and energy.  Snow 

surface temperature, a key variable in calculating latent and sensible heat fluxes and 

outgoing longwave radiation, is modeled using a thin surface skin or equilibrium gradient 

approach.  The surface skin is assumed to have zero heat capacity. Snow surface 

temperature is calculated from the energy balance at the surface of the snowpack by 

equating incoming and outgoing fluxes between the snow mass and the air above; this 

allows the snow surface skin temperature to be different from the average temperature of 

the snowpack as reflected by the energy content.  This also reflects the insulating effect 

of snow and facilitates modeling of the surface energy balance without the need to 

introduce multiple layers and without difficult to model details of within-snow energy 

transfers.  The approximation of the snow surface temperature used by UEB is not perfect 

given what we know about the penetration of radiation into the snowpack (Warren, 1982) 

and the movement of air into the snowpack (Colbeck, 1989).   
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The UEB model was initially tested against snow accumulation and melt 

measurements and was found to perform well.  Later tests included comparisons against 

internal energy through measurement of the temperature profile in a snowpack (Tarboton, 

1994).  These tests indicated a discrepancy between the modeled and the measured 

internal energy (Tarboton, 1994; Tarboton and Luce, 1996).  Luce (2000) analyzed the 

snowpack energy fluxes from a season of measurements collected at the USU drainage 

farm in Cache Valley, Utah to evaluate the reasons for the discrepancies in the internal 

energy.  They found that one cause was the estimation of longwave radiation inputs based 

on air temperatures in an environment subject to frequent temperature inversions.  

Another cause of the discrepancies was the parameterization of snow surface temperature.  

These problems had been offsetting each other in a way that when the longwave radiation 

inputs were corrected, the modeled surface temperatures no longer matched 

measurements.  To address this problem, Luce (2000) and Luce and Tarboton (2001; 

submitted 2004) evaluated various alternative parameterizations against the currently 

used equilibrium gradient approach.  These included the force-restore approach (e.g. 

Deardorff, 1978; Dickinson et al., 1993; Hu and Islam, 1995) and a modified force-

restore approach that was suggested (Luce 2000; Luce and Tarboton 2001; submitted 

2004) to improve the representation of snow surface temperature and help improve the 

representation of energy content in the snowpack.  In this paper these suggestions are 

implemented and tested within the UEB snowmelt model.   

Snowmelt generated at the snow surface is initially held in the snowpack as liquid 

water up to the liquid holding capacity.  When the surface forcing changes to cooling, 

this water refreezes and a refreezing front penetrates into the snow.  The rate of 
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penetration of the refreezing front is governed by the rate of heat loss, the latent heat of 

fusion, and the temperature gradient in the layer above the refreezing front.  The UEB 

model currently uses the equilibrium gradient approach to estimate snow surface 

temperature that does not account for the presence of liquid water during refreezing 

periods with the result that the snow surface temperature is modeled as too low with too 

little heat loss during these periods.  Multiple-layer snow models (e.g. Flerchinger and 

Saxton, 1989; Jordan, 1991) account for this effect because the liquid content and 

temperature of each layer is explicitly represented.  Here we present and test a 

formulation for representing this refreezing effect in the single layer UEB model.  In 

addition to the two changes mentioned above we also introduce a method to adjust the 

effective thermal conductivity of shallow snowpacks to account for the combined effect 

of snow and the ground below the snow.  

MODEL DESCRIPTION 

The original UEB model is described by Tarboton et al. (1995) and Tarboton and 

Luce (1996).  A comprehensive review is given here so that the reader can understand the 

context for the modifications that were made.  We refer to the Tarboton et al. (1995) 

model as the original UEB model.  Methods introduced in this work are referred to as the 

new UEB model.  Where we do not use a qualifier the methods are the same in both 

models.  In the UEB model (Tarboton et al., 1995; Tarboton and Luce, 1996), the time 

evolution of the snowpack is driven by the energy exchange between the snowpack, the 

air above and the soil below according to mass and energy balance equations, 
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mehgplelisn QQQQQQQQ
dt

dU −++++−+= ,   (kJ m-2 h-1) (2-1) 

 

EMPP
dt

dW
rsr −−+= ,    (m h-1) (2-2) 

 

where Qsn is the net shortwave energy received by the snowpack, Qli is the incoming 

longwave radiation, Qle is outgoing longwave radiation, Qp is the energy advected by 

precipitation into the snow, Qg is the ground heat flux to the snow, Qh is the sensible heat 

flux to/from the snow with sign convention that flux to the snow is positive, Qe is the 

latent heat flux to/from the snow with sign convention that flux to the snow is positive, 

and Qm is the advected heat removed by meltwater.  Pr is the rate of precipitation as rain; 

Ps is the rate of precipitation as snow; Mr is the melt rate; and E is the sublimation rate; t 

is time (h).  Internal energy U is not defined relative to absolute 0, but rather relative to 

the melting point.  U is taken as 0 kJ m-2 when the snowpack is frozen at 0 oC and 

contains no liquid water.  With this definition negative internal energies correspond to the 

cold content (e.g., Dingman, 1994, p. 182) and positive internal energies reflect change in 

phase of some fraction of snow from frozen to liquid.  The model requires inputs of air 

temperature, wind speed and incident radiation that are used to drive the energy balance, 

and precipitation that is used to drive the mass balance.  Precipitation is partitioned into 

snowfall or rainfall based upon air temperature (U.S. Army Corps of Engineers, 1956) 

interpolated from measurements at weather stations and adjusted with elevation based 

upon a lapse rate.  The fraction of precipitation falling as snow, fsnow, is given by: 
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         0.0=                when Ta>Tr. 

 

Here Ta is the air temperature, Tr (=3 oC) is the air temperature above which all 

precipitation is assumed to fall as rain, and Tsn (=-1 oC) is the air temperature below 

which all precipitation is assumed to fall as snow.   

In locations where snow is subject to redistribution due to wind blown drifting or 

sliding, an accumulation factor (Tarboton et al., 1995; Tarboton and Luce, 1996) relates a 

measured or reference snowfall input to the snow accumulation at each point in the 

watershed.  Snow deposition at each location is modified by applying a spatially variable 

accumulation factor, φ , to account for redistribution and differential accumulation effects.  

 

PfP snows ⋅⋅= φ  (2-4) 

 

where P is the measured point or reference precipitation (m) and Ps is snowfall to 

location.  The total precipitation to each grid cell is the sum of Ps and precipitation as 

rainfall, Pr=(1-fsnow)P.  The accumulation factor is an empirical factor that includes the 

combined effect of all processes involved in variability in snow accumulation, including 

wind blown drifting, sliding and precipitation variability. 

The use of energy content as a state variable means that the model does not 

explicitly prognose snowpack temperature.  Since snowpack temperature is important for 
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energy fluxes into the snow, it needs to be obtained diagnostically from internal energy 

and snow water equivalent as follows: 

 

If U < 0 ( )gegiwave CDWCUT ρρ += /  All solid phase (2-5 a) 

If 0<U< wWhf CTave °= 0  with Lf���� whfW) Solid and liquid mixture (2-5 b) 

If U> wWhf 
wwgeg

fw
ave WCCD

WhU
T

ρρ
ρ
+

−
=  All liquid (2-5 c) 

 

In the equations above, Tave denotes snowpack average temperature (oC), hf 

denotes the heat of fusion (333.5 kJ kg-1), w the density of water (1000 kg m-3), Ci the 

specific heat of ice (2.09 kJ kg-1 °C-1), g the soil density, Cg the specific heat of soil, Cw 

the specific heat of water (4.18 kJ kg-1 °C-1), De the depth of soil that interacts thermally 

with the snowpack and Lf the liquid fraction by mass.  The basis for equations 2-5 a to 2-

5 c is that the heat required to melt the entire snow water equivalent at 0 °C is wWhf (kJ 

m-2).  Where U is between 0 and this quantity the liquid fraction is determined by 

proportioning, i.e. Lf���� whfW).  The heat capacity of the snow combined with 

thermally interacting soil layer is wWCi + gDeCg (kJ °C-1m-2), so in the case that U<0, 

dividing U by this combined heat capacity gives Tave.  Where U> wWhf the snow 

contains sufficient energy to melt completely and the temperature of the remaining liquid 

phase is given by equation 2-5 c.  Practically, the condition in equation 2-5 c only occurs 

when W is zero since a completely liquid snowpack cannot exist; it becomes melt runoff.  

Nevertheless, this equation is included for completeness to keep track of the energy 

content during periods of intermittent snow cover, with Tave representing the temperature 
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of the ground, with the possibility of snowfall melting immediately due to coming in 

contact with warm ground. 

The net shortwave radiation is calculated as: 

 

)1( AlbQQ sisn −= , (2-6) 

 

where Alb is the albedo of snow calculated as a function of snow age and solar 

illumination angle following Dickinson et al. (1993).  Qsi  is the incident shortwave 

radiation which is either measured or estimated from the diurnal temperature range 

(Bristow and Campbell, 1984).  On sloping surfaces, incident radiation is adjusted for 

slope, and aspect (e.g. Dingman, 1994).   

In the albedo model which follows Dickinson et al. (1993) and is described in 

detail in Tarboton and Luce (1996) the dimensionless age of the snow surface, τ, is 

retained as a state variable, and is updated with each time step, dependent on snow 

surface temperature and snowfall.  Reflectance is computed for two bands; visible (< 0.7 

µm) and near infrared (> 0.7 µm) with adjustments for illumination angle and snow age.  

Then albedo is taken as the average of the two reflectances.  A parameter dNewS (m) 

represents the depth of snowfall that is assumed to restore the snow surface to new 

conditions (τ = 0).  With snowfall, Ps, less than dNewS in a time step the dimensionless age 

is reduced by a factor (1-Ps/dNewS)   

When the snowpack is shallow (depth D < h = 0.1 m) the albedo is taken as 

rααbg+(1-rα)Alb where rα=(1-D/h)e-z/2h.  This interpolates between the snow albedo and 
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bare ground albedo (αbg) with the exponential term approximating the exponential 

extinction of radiation penetration of snow.  

The incident longwave radiation is estimated based on air temperature, Ta (K) 

using the Stefan-Boltzmann equation:  

 

4
aali T  Q σε= , (2-7) 

 

where a is emissivity of air, and σ  the Stefan Boltzmann constant (2.07 x 10-7 kJ m-2 h-1 

K-4).  The emissivity of air is estimated using Satterlund’s (1979) equation for clear 

conditions.  The presence of clouds increases downward longwave radiation.  This is 

modeled by estimating the cloud cover fraction based on the Bristow and Campbell (1984) 

atmospheric transmission factor.  The outgoing longwave radiation is calculated using the 

snow surface temperature: 

 

4
ssle T  Q σε= , (2-8) 

 

where s is emissivity of snow (0.99), and Ts is the temperature (K) of snow surface. 

The latent heat flux, Qe and sensible heat flux, Qh are modeled using bulk 

aerodynamic formulae (Anderson, 1976): 

 

hsapah KTTCQ )( −= ρ  (2-9) 
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and 

 

easvae KqqhQ )( −= ρ , (2-10) 

 

where a is the density of air, Cp is the specific heat of air at constant pressure (1.005 kJ 

kg
-1

 oC
-1

), hv is the latent heat of vaporization (sublimation) of ice (2834 kJ kg-1), qa is the 

air specific humidity, qs is the specific humidity at the snow surface which is assumed to 

be saturated relative to the vapor pressure over ice (e.g., Lowe, 1977), and Kh and Ke are 

turbulent transfer conductances for sensible and latent heat, respectively.  Under neutral 

atmospheric conditions Ke and Kh are given by 
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where zm is the measurement height for wind speed, air temperature, and humidity, u is 

the wind speed, kv is von Kármán’s constant (0.4), and z0 is the aerodynamic roughness.  

When there is a temperature gradient near the surface, buoyancy effects may enhance or 

dampen the turbulent transfers, necessitating adjustments to Kn.  We use  
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and 
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EM
ne KK

ΦΦ
1=  (2-13) 

 

where M, H, E are the stability functions for momentum, sensible heat, and water 

vapor, respectively. The stability functions are estimated using the bulk Richardson 

number: 

 

2
2
1 )(

)(

uTT

TTgz
R

sa

sam
i +

−
= , (2-14) 

 

where g is gravity acceleration (9.8 m s-2).  For stable conditions (Ri>0), we use the 

approximation of Price and Dunne (1976), 
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For unstable conditions (Ri<0) we use (Dyer and Hicks, 1970; Anderson, 1976; 

Jordan, 1991), 
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Because information for estimating turbulence under extremely unstable 

conditions is poor, we capped the value of 1/ M H at 3, which occurs near Ri = -0.2.  

Anderson (1976) shows that iterative solutions of Deardorff’s (1968) empirical equations 

begin to level off for more strongly unstable situations as the value of 3 is approached.  

These approximations assume that Kh=Ke.   

In early applications of the UEB model that did not include capping of 1/ M H at 

3 we found that large temperature differences and low wind speeds resulted in 

unreasonable correction factors, beyond the range for which they had been developed, so 

we included in the code a factor Fstab that controls the extent to which the stability 

corrections are applied:   

 

)( nstabnadj KKFKK −+=  (2-17) 

 

where K represents either Kh or Ke, and Kadj is used in equations 2-9 and 2-10 when 

calculating the energy balance. 

Putting Fstab = 0 uses neutral conductances.  Putting Fstab = 1 gives the full 

stability corrections and Fstab between 0 and 1 interpolates between these.  Currently we 

recommend using Fstab = 1. 

A unique characteristic of the UEB model is its separate representation of surface 

temperature and average snowpack temperature.  This facilitates good modeling of 

surface energy exchanges that depend on snow surface temperature, while retaining a 

parsimonious single layer model.  In this paper we introduce new parameterizations for 
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the snow surface temperature.  The sum of energy fluxes in equation 2-1 from above 

the snowpack are referred to as the surface energy forcing. 

 

( ) )()()( slepseshlisnsforcing TQQTQTQQQTQ −++++=  (2-18) 

 

The sensible heat, latent heat, and outgoing longwave radiation are functionally 

dependent on the surface temperature, Ts.  In the original model, the heat conducted into 

the snow, Qcs, is calculated as a function of the snow surface temperature, Ts, and average 

snowpack temperature, Tave.   
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where ρs is the snow density (kg m-3), k the snow thermal diffusivity (m2 h-1), Ze the 

effective depth over which the temperature gradient acts (m), and Ks=k/Ze is termed snow 

surface conductance.  In the original model, because there is uncertainty in values for Ze 

and k, Ks was used as a calibration parameter. 

The energy balance at the surface is given by 

 

( )sforcingavescs TQTTQ =),( . (2-20) 

 

Equation 2-20, representing a balance between surface forcing and gradient 

driven conduction into the snow, is solved numerically for Ts using the Newton-Raphson 
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method.  This is what we mean when we refer to an equilibrium gradient solution for 

surface temperature.  Physically, Ts is constrained to be no greater than 0 oC when there is 

snow present.  When the equilibrium solution produces a solution of Ts>0oC, this means 

that conduction into the snow cannot accommodate all the energy input through surface 

forcing.  The extra energy will produce meltwater at the surface, which then infiltrates 

into the lower parts of the snowpack and if U<0 refreezes, representing the meltwater 

advection process for transport of energy into the snow.  In these cases the surface energy 

flux terms in equation 2-1 are calculated using Ts = 0oC to model the snow energy content 

change. 

This section described the mass and energy balance equations, the quantification 

of energy components, and the parameterization of the snow surface temperature used in 

the original UEB snowmelt model (Tarboton et al., 1995; Tarboton and Luce, 1996).  The 

next section describes the theory for heat conduction into an infinite domain with 

sinusoidal surface forcing.  The approximations of surface heat conduction into snow are 

presented in the context of this theory and include the gradient approach used in the 

original UEB snowmelt model and the force restore and modified force restore 

approaches suggested by Luce (2000), Luce and Tarboton (2001).  These have been 

implemented in the new UEB snowmelt model. 

ALTERNATIVE MODELS OF SURFACE HEAT CONDUCTION 

Heat flow in a snowpack can be described using the diffusive heat transfer 

equation and assuming homogeneity of snow properties (Yen, 1967) 
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where T is the temperature (oC), z is depth relative to snow surface (m), and k is the 

thermal diffusivity of snow (m2 h-1).  Thermal diffusivity is related to thermal 

conductivity and specific heat by 
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k

ρ
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where  is the thermal conductivity of snow (kJ m-1 K-1 h-1).  For semi-infinite boundary 

conditions (0<z<����������	
����
��������
�
�����
��

���	�
������
�������
	�
����z=0): 
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the differential equation 2-21 has solution (Berg and McGregor, 1966): 
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In this solution, A is the amplitude of the imposed temperature fluctuation at the surface, 

ω is the frequency, and T , the average about which surface temperature fluctuations are 

centered.  At the snow surface, the primary forcing is diurnal, suggesting = 1�� �����-1.  
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By defining 
1

1

2

ω
k

d =  as the damping depth corresponding to frequency 1, we can 

rewrite equation 2-24 as:  
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Equation 2-25 indicates that temperature oscillations are damped by a factor 1/e 

for each increment of depth d1, and the time-averaged temperature at each depth is T , 

so at great depth, the average temperature is T .  Equation 2-25 can be differentiated on 

the depth (z) to evaluate the temperature gradient, and the surface temperature flux (at 

z=0) can be written as: 
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The time derivative of temperature in equation 2-25 can be written as: 
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Recognizing that 1��	� 1t) is the derivative of 	
�� 1t) and substituting into 

equation 2-26 yields: 
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This expresses the surface heat flux as a function of both the time derivative of 

surface temperature and the difference between the surface temperature and average 

temperature at great depth.  This analytic solution for the simplified setting of a semi-

infinite domain with sinusoidal surface temperature forcing serves as the basis for the 

numerical approximations of surface temperature, Ts, that are evaluated. 

Equilibrium gradient approach  

The original equilibrium gradient method of surface temperature parameterization 

used in equation 2-21 can be seen to be an approximation to equation 2-28 that ignores 

the time derivative of the surface temperature term and approximates the average 

temperature at great depth <T> by the snowpack average temperature, Tave, while using 

actual surface temperature, Ts, in place of the sinusoidal forcing T(0,t).  This method 

approximates the energy flux as a gradient between the surface temperature and average 

temperature of snow over an effective distance Ze, equivalent to d1.  In the original UEB 

model Ze was absorbed into the parameter Ks that was calibrated, however here d1 is 

related to the diurnal frequency, so to retain this calibration capability we use Ze=rd1 (i.e., 

the damping depth d1 scaled by a dimensionless adjustable parameter r) and write 

equation 2-21 in the form showing the similarity to equation 2-28: 
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Force-restore approach 

The force-restore parameterization (e.g. Deardorff, 1978; Dickinson et al., 1993; 

Hu and Islam, 1995) is:  
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Here ∆t is the time step and Tslag1 is the surface temperature of snow in the previous time 

step.  A finite difference approximation has been used for the time derivative and T  has 

been replaced by the depth average snowpack temperature Tave.  Again, we have scaled 

the damping depth by a parameter r.  

Modified force-restore approach 

Luce (2000) and Luce and Tarboton (2001; submitted 2004) found that the diurnal 

cycle may be superimposed on a temperature gradient that varied at a longer weekly to 

seasonal time scales, causing variations in the temperature gradient and heat fluxes with 

depth.  They found occasions where there was greater spectral power in the lower 

frequency variability.  Luce (2000) and Luce and Tarboton (2001; submitted 2004) 

suggested that the heat flux and the surface temperature could be estimated using the 

following modification to the force-restore equation:  
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where sT is the average surface temperature estimated for the previous 24 hours, and 

aveT is the 24 hour time average of the depth average snowpack temperature.  The 3rd term 

represents the superimposed gradient, a lower frequency effect, approximated using an 

equilibrium gradient approach similar to in equation 2-28.  In this parameterization dlf is 

the dampening depth associated with the longer time scale forcing having lower 

frequency lf, i.e. 
lf

lf

k
d

ω
2= .  The introduction of the third term to account for the 

lower frequency effect is to improve the representation of surface temperature in the 

presence of a large gradient that overwhelms temperature gradient cycling on a daily 

scale.  In equation 2-31 since the appropriate low frequency parameter ( lf) is not known 

a priori, Luce (2000) and Luce and Tarboton (2001; submitted 2004) suggested that dlf be 

calibrated.  

Theory of meltwater refreezing  

The approaches described above solve for surface temperature based upon a 

balance between surface forcing and the capacity of the snow near the surface to conduct 

heat into or out of the snowpack.  However, during a cooling period following melting 

where there is liquid water present in the snow, the depression of snow surface 

temperature is inhibited by the energy required to refreeze liquid water near the surface 

before a temperature gradient can be established and conduction can occur.  The net 
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effect of this is that when there is liquid water present the snow surface stays warmer 

longer and heat loss at night and in cooling periods is more rapid.  To accommodate this 

effect we have developed a parameterization for the penetration of a refreezing front and 

conduction of heat between the surface and refreezing front while there is liquid water 

present in the snow.   

When snow energy content U is greater than 0, liquid water exists in the 

snowpack.  The snowpack is assumed to be isothermal at 0 oC.  Using the relationship 

between energy content and liquid fraction (Equation 2-5 b), the equivalent depth of 

liquid water in the snowpack wm (m) is calculated as: 
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== . (2-32) 

 

The capillary holding capacity of the snow is defined as mass fraction liquid 

holding capacity Lc times snow water equivalent LcW, which implies that the maximum 

density of capillary water ( mρ ) is sc
c

m L
D

WL ρρ == , where D is the depth of snowpack.  

We assume that prior to melt outflow, when the liquid water content is less than the 

capillary holding capacity, the meltwater is held at the maximum density of capillary 

water in the upper portion of the snowpack.  With this assumption the depth to which 

meltwater has penetrated is: 
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This describes the state of the snowpack prior to the onset of a refreezing 

episode during which Qforcing is negative.  The negative forcing will result in refreezing 

that penetrates down from the surface as illustrated in Figure 2-1.  The rate of increase of 

the depth to the refreezing front, dr, is given by  
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−= , (2-34) 

 

where Q(Ts) is the heat flux just above the refreezing front, here indicated to be a function 

of surface temperature Ts.  The sign convention is that heat flux is positive into the snow 

which is why there is a negative sign in equation 2-34.   

 

 

dr

0Ts +-

No Liquid Water

Liquid Water 
Present

 
 

 
Figure 2-1 Schematic illustration of temperature profile during the downward 

propagation of a refreezing front 
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We assume a linear temperature gradient above the refreezing front with Q(Ts) 

given by 

 

( )
r

s
s d

T
TQ λ= . (2-35) 

 

We use an equilibrium approach for surface temperature that balances the surface 

forcing with the conduction into the snow above the refreezing front, neglecting any heat 

stored in the snow between the refreezing front and the surface (as this will be small 

because the heat capacity of snow is less than the latent heat of fusion).  This is written 

 

( ) )( sforcings TQTQ = .  (2-36) 

 

To solve for dr(t) the dependence of Qforcing(Ts) on Ts is linearized,   

 

( ) ssforcing bTaTQ −= . (2-37) 

 

Here a is the forcing surface energy flux when the surface temperature of snow is 0 oC.  b 

is the slope of surface forcing flux to surface temperature function.  This is a positive 

value since Q(Ts) decreases with Ts.  a is obtained by putting Ts=0 into Qforcing(Ts).  b is 

obtained by putting a small negative (below freezing) Ts into Qforcing(Ts) and solving 

equation 2-37.  If a is greater than 0, then the surface forcing is positive and meltwater is 
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being generated at the surface so dr is set to 0.  When a becomes less than 0, the 

snowpack starts refreezing.  Combining equations 2-35 and 2-37 gives: 
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Ts can then be expressed as: 
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Substituting this Ts into equation 2-34 we have: 
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Integrating equation 2-40 starting from the initial refreezing depth dr1 during a time step, 

we get: 
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This has the following solution: 
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Only the positive root has been retained since only positive values of dr are physically 

interpretable and b is a value greater than 0.  When dr is greater than r d1, the effective 

depth associated with diurnal temperature fluctuations, or all meltwater is refrozen, the 

model reverts back to the surface temperature parameterization without refreezing of 

meltwater as described above. 

Adjustment of thermal conductivity, λ,  

for shallow snowpack 

In equations 2-19, 2-29, 2-30, and 2-31 the temperature gradient is calculated over 

an effective depth (Ze = rd1) estimated from the depth of penetration of surface 

temperature forcing at a diurnal frequency.  When the snow is shallow this depth may 

extend into the ground below the snow cover.  In such cases the thermal conductivity 

used in the surface temperature parameterizations above needs to reflect the combined 

conductivity of snow and soil below.  We therefore take the effective thermal 

conductivity of the snowpack, λe, as the harmonic mean to the effective depth, Ze, where 

the amplitude is damped by the same factor as it would be for deep snow (see Figure 2-2).  

In deep snow the amplitude of diurnal temperature fluctuations at depth Ze is damped by 

(Equation 2-21) rdZ ee e −− =1/ .  In the combined snow/soil system, given r, we first 

solve for the depth into the soil z2 at which the amplitude of diurnal temperature  
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Figure 2-2 Heat conduction scheme for combined snow/soil system. The dashed lines at 
depths A and B indicate the depths at which temperature fluctuation amplitude is damped 

 by e-r in the deep snow and combined snow/soil system respectively 
 
 

fluctuations is damped by this same factor re− . Then λe is obtained by taking the 

harmonic mean to this depth.  The thermal diffusivity of the ground below the snow, kg, 

is related to the thermal conductivity, λg, heat capacity, Cg and density, ρg of the ground 

through: 
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The diurnal damping depth, dg, associated with this ground thermal diffusivity is: 
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The amplitude of diurnal temperature fluctuation at depth z2 into the ground, relative to 

the surface temperature fluctuation is therefore damped by g
s

d
z

d
z

ee
2

1

−−

.  Equating this to 

re−  we obtain: 
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Thus z2 is: 
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The effective thermal conductivity, λe, and the effective depth, Ze, for the shallow 

snowpack are then estimated through: 
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equation 2-48 is used to obtain the effective thermal conductivity near the surface when 

the snow is shallow.  This is used in the parameterizations for surface temperature that 

calculate the surface heat flux between the snowpack and the atmosphere as well as 

conduction into the snow.  

Summarizing our model improvements, the force restore and modified force 

restore approach have been included in the new UEB snowmelt model to better 

parameterize the surface temperature of snow.  A new refreezing scheme was developed 

to model heat loss following partial melt through modeling the penetration of a refreezing 

front into the snowpack.  The model was changed to adjust effective thermal conductivity 

used in the surface temperature parameterization for a shallow snowpack where the 

penetration depth for diurnal temperature fluctuations extends into the ground.  

STUDY SITES AND DATA 

The new UEB model was calibrated and tested using data from three locations in 

the Western U.S. 

1. Utah State University Drainage and Evapotranspiration Experimental Farm. 

The USU drainage and evapotranspiration experimental farm is located in Cache 

Valley near Logan, Utah, USA (41.6° N, 111.6° W, 1350 m elevation).  The weather 

station and instrumentation are in a small fenced enclosure at the center of an open field 
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with no obstructions to wind in any direction for at least 500 m. Cache Valley is a flat-

bottomed valley surrounded by mountains that reach elevations of 3000 m.  During the 

period of this experiment the ground was snow covered from November 20, 1992 to 

March 22, 1993.  Air temperatures ranged from -23 °C to 16 °C and there was 190 mm of 

precipitation (mostly snow, but some rain).  The snow accumulated to a maximum depth 

of 0.5 m with maximum water equivalent of 0.14 m.  Data collected included 

measurements of snow water equivalent, snow surface temperature, temperatures within 

the snowpack and the upper soil layer, and the meteorological variables necessary to 

drive UEB.     

Shallow soil temperatures were measured using two thermocouples placed below 

the ground surface at depths of 25 mm and 75 mm.  Another thermocouple was placed at 

the ground surface.  The snowpack temperature was measured using thermocouples 

suspended at 50, 125, 200, 275 and 350 mm above the ground surface on fishing line 

strung between two upright posts.  These temperature measurements were corrected for 

high frequency fluctuations in the panel reference temperature by Luce (2000).  

Snowpack surface temperature was measured with two Everest Interscience model 4000 

infrared thermometers.  Internal energy content of the snowpack was calculated from the 

temperature profile of the snowpack and upper soil layer accounting for the near surface 

nonlinearity through an analytic integral of equation 2-18 as described by Luce (2000), 

Luce and Tarboton (submitted 2004).  Snow water equivalent was measured using a snow 

tube.  Snow pits provided measurements of density and depth.  On each measurement 

occasion snow water equivalent was measured at eight locations (fewer when snow had 
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disappeared from some) and averaged.  The experiment is described more fully in 

Tarboton (1994) and Luce (2000).   

A complete dataset including the air temperature, wind speed, relative humidity, 

incident shortwave radiation, outgoing shortwave radiation, temperature profile through 

the snow and surface temperature of snowpack was available from January 26, 1993 to 

March 22, 1993 when the snow completely melted away.   

2. Central Sierra Snow Laboratory 

The Central Sierra Snow Laboratory located 1 km east of Soda Springs, 

California, measures and archives comprehensive data relevant to snow.  It is located at 

39���  N, 120°22  W, at an elevation of 2100 m.  The meteorological data is reported 

each hour and consists of temperature, radiation, humidity, precipitation, and wind 

measurements at two levels in a 40 m by 50 m clearing and in mixed conifer fir forest 

with 95% forest cover.  Snow depths and water equivalent are measured daily (except on 

weekends) and eight lysimeters record melt outflow each hour.  The data at the open site 

used in this study was from November 14, 1985 to July 1, 1986 when the snowpack 

disappeared at the open site.  A total of 124 snow water equivalent measurements in 

addition to hourly lysimeter data were available for this time period.   

3. Niwot Ridge, Colorado 

Another dataset used to test the new model comes from Subnivean snow 

laboratory at Niwot Ridge on the eastern slope of the Front Range of Colorado (3517 m 

MSL, 40o03 �N, 105o35 �W) collected during the 1995~1996 winter seasons.  The 

instrument site is located in a relatively flat area above the treeline within a broad saddle 

of the ridge.  The high elevation and exposure of Niwot Ridge, and typically dry 
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atmospheric conditions result in large clear-sky atmospheric transmissivity, increased 

solar insolation, and low magnitudes of incident longwave radiation, low air temperatures, 

and high wind velocities.  The dataset includes measurements of air temperature, wind 

speed, relative humidity, and incident shortwave radiation from April 28, 1996 to 

September 30, 1996 with a time step of 2 hours.  Measured lysimeter data is also 

available although there are concerns as to how representative it is due to preferential 

flow paths (finger-flow) in the snow resulting in under-catch of meltwater (Cline, 1997b).    

RESULTS  

The UEB model was designed to be physically-based and require minimal 

calibration for different locations.  The original model was calibrated and tested against 

the data from Central Sierra Snow Laboratory (CSSL), USU drainage farm (USU DF), 

and Reynolds Creek Experimental Watershed (Tarboton et al., 1995; Tarboton and Luce, 

1996; Luce et al., 1998; Prasad et al., 2000).  The new model with the new method of 

surface temperature parameterization was calibrated against the data from the USU DF 

and CSSL to adjust some parameters and reflect the model changes.  The model was 

validated using the data from the Niwot ridge site. 

Figure 2-3 shows the time series of measured snow, ground and snow surface 

temperatures at the USU Drainage Farm that were used to calculate the internal energy 

content of the snowpack.  Because this measured internal energy of snow is only based 

on temperatures and does not account for any liquid water present, measured internal 

energy content is only comparable to modeled internal energy during cold periods when 

liquid water is not present.  During warm periods, the modeled energy content is expected 
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Figure 2-3 Measured snow, ground and snow surface temperatures.  Ts is the measured 
surface temperature of snow from an infrared sensor.  Other temperatures are from 
thermocouples labeled according to their height relative to the ground surface.  Negative 
heights are below the ground surface and positive heights above the ground surface.  0 

refers to the measured temperature at the ground surface 
 
 

to go above zero while measured energy content remains close to (just below) zero.  The 

three approaches for surface temperature approximation described above were included 

as options in the new UEB.  (The original UEB model only had the gradient approach).  

The comparisons between the modeled and measured internal energy values (Figure 2-4) 

focus on periods when the snow is cold and liquid water is not present.  These 

comparisons appear similar to the initial work of Luce (2000, Figure 2-5) and Luce and 

Tarboton (2001; submitted 2004) that indicates that the modified force restore snow 

surface temperature approximation compares best to the internal energy content of 

snowpack.  However these results differ from the earlier work of Luce (2000) and Luce 

and Tarboton (2001; submitted 2004) in that the new results are complete model 
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Figure 2-4 Comparisons of internal energy of snowpack during the first two freezing 
weeks at the USU Drainage Farm.  Observed is the internal energy of snowpack 
calculated from the temperature profile (Figure 2-3).  Gradient, Force restore, and 
Modified force restore represent the modeled internal energy of snowpack using the 
equilibrium approach, the force-restore approach, and the modified force restore 

approach, respectively 
 
 

simulations driven by inputs of air temperature, humidity, radiation and wind with 

surface temperature calculated by the model.  The earlier Luce work used the actual 

measured surface temperature to drive calculations of internal energy focusing only on 

the conduction into the snow.  The parameters estimated by the earlier work of Luce were 

used in the model.  Following this success of the modified force-restore surface 

temperature approach it was used in all subsequent work.   

The new model was then calibrated using the data collected from USU drainage 

farm.  Luce (2000) found evidence that the estimates of the incoming longwave radiation 

used in the original model (Tarboton et al., 1995; Tarboton and Luce, 1996) were too low 

due to frequent inversions during much of the time.  Luce (2000) then calculated the 

downward longwave radiation given all other energy components such as ground heat 

flux, net shortwave radiation, turbulent fluxes and outgoing longwave radiation.  In the 
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calibration processes we used the measured shortwave radiation, the downward 

longwave radiation estimated by Luce (2000), and the measured ground heat flux to drive 

the new model.  Table 2-1 lists the model parameters.  We used as initial values, the 

calibrated parameters in the original UEB model.  New parameters or parameters whose 

values were changed are indicated.  Comparisons between modeled and measured 

variables at USU Drainage Farm are shown in Figures 2-5, 2-6, 2-7, and 2-8.  Figure 2-5 

includes measured snow water equivalent and the results from five model runs.  Four  

 
 

Table 2-1 Model parameter values 

Parameters Value 
Thermal conductivity of snow s **0.33 kJ m-1 K-1 h-1 
Thermal conductivity of soil g **6.5 kJ m-1 K-1 h-1 
Low frequency forcing frequency lf **0.0654 radians h-1���� 1/4) 
Dimensionless damping depth factor r **1  
Threshold depth for fresh snow dNewS **0.002 m 
Saturated hydraulic conductivity Ksat  *200 m h-1 
Turbulent heat flux coefficient Fstab *1 
Surface aerodynamic roughness zo  *0.01 m 
Capillary retention fraction Lc  *0.02 
Soil effective depth De  *0.1 m 
Snow density s  *200 kg m–3 
Ground heat capacity Cg  2.09 kJ kg–1 K–1 
Density of soil layer g  1700 kg m–3 
Emissivity of snow s  0.99 
Temperature above which precipitation is rain Tr  3°C 
Temperature below which precipitation is snow Tsn  -1 °C 
Wind/air temperature measurement height zm  2 m 
Bare ground albedo bg  0.25 
New snow near infrared band reflectance iro  65% 
New snow visible band reflectance vo  85% 
** These parameters are new, i.e., they were not present in the Original UEB.  
* These parameters were calibrated to have new values. 
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Figure 2-5 Comparisons of snow water equivalent in 1993 at USU Drainage Farm. The 
dashed lines are the modeled values with new model starts at different times.  
Precipitation input is shown (spiky line at the bottom) relative to the axis at the right.  
Letters (a) through (d) indicate points where the model was re-initialized following  

periods of likely erroneous inputs due to severe weather 
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Figure 2-6 Comparisons of internal energy of snowpack in 1993 at USU Drainage Farm. 
The wide solid line is the measured values.  Refreezing represents the modeled internal 
energy of snowpack with new UEB model.  Without refreezing represents the model  

without the refreezing scheme 
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Figure 2-7 Comparisons between the measured and modeled internal energy of the  

snowpack at USU Drainage Farm in the new model and the original model 
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Figure 2-8 Comparisons of snow surface temperature in 1993 at USU Drainage Farm.  (a) 
the first two subfreezing weeks, and (b) end of the modeling period when the snowpack is  

occasionally in an isothermal state 
 

 

model runs are from the new UEB model using the parameters listed in Table 2-1, each 

initialized on a different date indicated by the letters (a) through (d) following periods of 

severe weather and likely erroneous inputs.  The fifth model run is from the original UEB 

model with its original parameters reported by Tarboton (1994).  Figure 2-6 shows the 

measured and modeled energy content from the new UEB model run initialized on 
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1/26/1993 together with a model run using the code prior to the addition of the 

refreezing parameterization.  Figure 2-7 shows measured and modeled energy content 

from the original UEB model, indicating the rather large discrepancy in energy content.  

Figure 2-8 shows surface temperature comparisons for two time intervals chosen to be 

illustrative of periods prior to the onset of melt and during the period when snow is 

melting.  The model runs shown in Figure 2-8 (a) were initialized on Jan. 26, 1993.  The 

original UEB model run shown in Figure 2-8 (b) is the same as in Figure 2-8 (a) while the 

new UEB model run shown was initialized on Mar. 9, 1993.   

The new model and the calibrated model parameters were then tested using the 

1985 -1986 data from the CSSL, CA.  Comparisons of the modeled and the measured 

variables are shown in Figures 2-9, 2-10, 2-11, and 2-12.   
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Figure 2-9 Comparisons of snow water equivalent in 1986 at CSSL 
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Figure 2-10 Comparisons of accumulative melt in 1986 at CSSL 
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Figure 2-11 Comparisons of meltwater outflow rate in 1986 at CSSL 
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Figure 2-12 Comparisons of surface temperature of snow in 1986 at CSSL 
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The model was also tested using 1995 -1996 data from Subnivean Snow 

Laboratory at Niwot Ridge, CO where modeled and observed snow water equivalent are 

compared in Figure 2-13.  The model was initialized with the beginning observed snow 

water equivalent value of 1.4 m.  Melt outflows that totaled to 0.23 m were recorded.  

These were used to infer the snow water equivalent back through time.  However, as 

shown in Figure 2-13, there is a big discrepancy between the measured total melt (0.23 

m) and observed initial snow water equivalent (1.4 m).  This is presumed to be due to 

preferential meltwater drainage flow paths in the snow as reported previously at this 

location (Cline, 1997a).  An adjustment factor was calculated as 
m

pWini

∑
∑+

, where Wini 

is the initial measured snow water equivalent, p∑ is the total precipitation during the 

modeling time, and m∑ is the total measured meltwater outflow.  This was used to adjust 

the measured melt outflows and infer snow water equivalent back through time.   
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Figure 2-13 Comparisons of snow water equivalent in 1996 at Subnivean Snow  
Laboratory at Niwot Ridge watershed, CO 
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DISCUSSION 

The most significant change introduced into the model was the change to the 

surface temperature parameterization.  Figure 2-9 shows the snow water equivalent data 

originally used to validate the UEB model, together with surface temperature 

comparisons, such as Figure 2-8 and melt outflow comparisons such as Figure 2-10.  

These results looked satisfactory at the time, but once measurements of internal energy 

(Figure 2-7) were obtained it was realized that the original UEB had problems 

representing internal energy and this deficiency was traced to the surface temperature 

parameterization by Luce (2000).  Here with the inclusion of the Modified Force Restore 

approach suggested by Luce (2000) and Luce and Tarboton (2001; submitted 2004) 

modeled internal energy better represents measured internal energy as exemplified in 

Figure 2-4.   

Density and thermal conductivity are the primary parameters introduced in the 

upgraded parameterization of surface temperature (Equations 2-31, 2-30, 2-29, and 2-22).  

In the literature there is variability in the values reported for thermal conductivity 

(Anderson, 1976; Lee, 1980; Gray and Male, 1981).  Anderson (1976, p30 Figure 3.1) 

shows that the thermal conductivity of the snowpack may change over a wide range from 

0.15 kJ m-1 h–1 K-1 to 7.5 kJ m-1 h–1 K-1 at a density of 200 kg m-3.  Lee (1980) also 

reported a range from 0.25 kJ m-1 h-1 K-1 at a density of 100 kg m-3 to 5.3 kJ m-1 h-1 K-1 at 

a density of 700 kg m-3.  Gray and Male (1981) indicated that thermal conductivity 

changes are nonlinear from 0.18 kJ m-1 h-1 K-1 at a density of about 175 kg m-3 to 5.76 kJ 

m-1 h-1 K-1 at a density of 800 kg m-3.  
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The UEB model retains a degree of simplicity by not modeling surface density 

and thermal conductivity as time varying quantities.  The values of s = 0.33 kJ m-1 h-1 K-1 

and s =  200 kg m-3 were calibrated to fit the internal energy measurements of Figure 2-4 

considering the snow thermal properties inferred from frequency analysis by Luce and 

Tarboton (submitted 2004).  Snow density is reflective of the density of the snow surface, 

involved in surface energy exchanges, rather than the snowpack as a whole.   

A value of r=1 was used for the dimensionless dampening depth factor.  This 

nominal value corresponds to a gradient over the depth to which diurnal temperature 

fluctuations are attenuated by a factor of 1/e.  The soil thermal conductivity parameter 

also plays a role in the model when the snowpack is shallow (Equation 2-48) and was set 

to a value of 6.5 kJ m-1 h-1 K-1, within the range of soil heat conductivity reported for the 

Logan Area (Hanks and Ashcroft, 1980; Luce, 2000).  The low frequency forcing 

frequency value, wlf, was set to 0.0654 rad/h based on Luce and Tarboton (submitted 

2004). 

It is interesting to note that with a new surface temperature parameterization 

calibrated to USU DF data, the model better represents the CSSL snow water equivalent 

data (Figure 2-9) and cumulative melt data (Figure 2-10) early in the season.  The model 

now holds energy content closer to zero and is able to represent early season melt, a small 

discrepancy at CSSL that has been ignored until now.  Small discrepancies still exist in 

the modeled snow water equivalent and the measurement snow water equivalent at the 

high accumulation period.  This may be due to remaining model errors and some 

uncertainty (undercatch) in the snowfall measurements that are inputs.  The 

disappearance date of the snow at CSSL was still modeled about one week later than the 
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observed, which may be due to errors in modeling the decrease of albedo perhaps due 

to contamination of the snow or due to the increase of longwave radiation from the 

nearby forest canopy.   

Representation of observed snow water equivalent at USU DF in a single model 

run proved to be difficult.  We attributed this to uncertainty and likely erroneous input 

quantities during windy and stormy severe weather periods.  Snowfall was recorded in a 

heated unshielded precipitation gauge so is uncertain and likely to suffer from 

undercatch.  There was also snow drifting resulting in accumulation and scour associated 

with strong winds, and griming of the instruments recording radiation.   

One of the problems discovered with the original UEB model was that it offsets 

the bias due to the surface temperature parameterization by a bias in heat loss following 

surface melting; this is exemplified in Figure 2-6.  Following a period of snowmelt, the 

observed energy content is observed to fall below 0 but the modeled energy content 

remained above 0.  Without the refreezing parameterization surface temperature 

immediately drops in a cooling period, limiting the heat loss by reducing the outgoing 

longwave radiation.  The parameterization of the refreezing front corrected this to some 

extent (Figure 2-6) keeping the surface temperature warmer and sustaining greater 

outgoing longwave radiation energy losses, the extra energy loss going to refreeze liquid 

water present and allow the model energy content to drop more in line with the 

observations.   

Melt outflow rates were not measured at USU DF.  The changes in surface 

temperature and refreezing parameterization changed the modeled amount of liquid 

water, which changed melt outflow.  We used measured melt outflow at CSSL (Figure 2-
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11) to adjust the snow hydraulic conductivity to 200 m h-1, a value still within the 

range from 20 m h-1 to 300 m h-1 reported in the literature (Gray and Male, 1981).  Liquid 

holding capacity was adjusted to 0.2 to better fit melt outflow.   

De and z0 were adjusted based on the research of Luce (2000) and Luce and 

Tartboton (submitted 2004) where a value of 0.1 m was suggested for the soil effective 

depth and a value 0.01 m suggested for the surface aerodynamic roughness of snow z0 in 

the calculation of turbulent heat flux.  Fstab was taken as 1 to fully incorporate stability 

corrections in the turbulence parameterizations consistent with other work (Blöschl and 

Kirnbauer, 1991; Jordan, 1991; Dickinson et al., 1993; Marks et al., 1998; Jin et al., 

1999; Sun et al., 1999).  

The USU DF instrumentation included a net radiometer and downward and 

upward pointing pyranometers.  Examination of albedo estimated from these 

measurements indicated that albedo was not being refreshed to new snow values 

following snowfall.  This was corrected by changing the threshold of new snow water 

equivalent that restores albedo to the new snow cover, dNewS, to 0.002 m; this was 

previously 0.01 m.  This resulted in a more responsive modeling of albedo, consistent 

with observations (Figure 2-14).  The offset between modeled and observed albedo in this 

figure is, we believe, due to downward pointing limited band pyranometers not being 

appropriate for measuring snow reflectance.  However they do still provide us with 

relative measurements useful in quantifying the timing and responsiveness of albedo 

changes.   
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Figure 2-14  Comparison of albedo at USU drainage farm 
 

 

As was observed at the USU drainage farm, the new model also gave a good 

approximation of the surface temperature of snow (Figure 2-12) at the CSSL snow 

laboratory.  Both the new model and the original model perform well in approximating 

the surface temperature of snow at CSSL site.   However, the new model corrects the 

offsets between the modeling of snow surface temperature and the modeling of the 

internal energy of the snowpack in the original model.  Here we note that uncertainties 

exist in the measurements, e.g. the measurement of surface temperature of snow has 

positive value during some daytime periods.  Better field measurements of the surface 

temperature would contribute to more precise snowmelt models.   

Much of this modeling was motivated by a need to apply the model at Niwot 

ridge in Colorado, where driving weather inputs as well as measured melt rate was 

available.  The comparison between modeled and measured snow water equivalent 

inferred from observed initial snow water equivalent and melt outflow is given in Figure 

2-13.  This shows that after the adjustment to correct the discrepancy between initial 
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snow water equivalent and measured melt that the back-calculated snow water 

equivalent compares well with modeled snow water equivalent.  Due to the adjustment 

involved this is really only a check on the timing of the ablation due to snowmelt. 

CONCLUSIONS 

Refinements to the parameterization of snow surface temperature were introduced 

into the single layer Utah Energy Balance snowmelt model.  A modified force restore 

approach that had been previously suggested, but not implemented was incorporated, 

together with a parameterization for the penetration of a refreezing front during cold 

periods following melt.  These modifications required adjusting some of the other 

calibrated model parameters.  With these refinements, the model was better able to 

represent internal energy content and early and late season snowmelt.  Previously 

reported problems the model had in representing internal energy were resolved.  Through 

this modeling work the understanding of snow surface energy exchanges and how they 

can be more effectively modeled has improved.   

The new UEB snowmelt model has been calibrated and tested against datasets 

from the USU Drainage Farm and CSSL snow laboratory and performed well at these 

two sites.  However some discrepancies still exist between the modeled variables and the 

observations.  Also some variables cannot be strictly compared or compared against a 

complete dataset.  A more complete dataset of the liquid water content, together with 

continuous observation of snow water equivalent, snow surface temperature, melt, and 

depth, is necessary for a comprehensive test of the model improvements given here. 
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CHAPTER 3  

SNOW COVERED AREA IMAGE BASED REPRESENTATION  

OF THE SPATIAL DISTRIBUTION PATTERN OF SNOW IN A  

MOUNTAINOUS WATERSHED 

Abstract: 

Spatially distributed models are needed in snow hydrology to represent and understand 

the spatial pattern of snow accumulation and melt and how these patterns are related to 

topography.  Snow accumulation is highly variable due to drifting and precipitation 

variability, yet the inputs available for snowmelt models are typically point precipitation 

measurements that do not capture this variability.   An accumulation factor approach has 

been developed to relate the spatial pattern of snow accumulation over an area to 

measured precipitation at a point.  Each point is assumed to have a propensity to 

accumulate snow represented by a factor that multiplies the measured precipitation to 

obtain spatially distributed precipitation inputs.  This paper presents an approach to 

estimating the accumulation factor over a watershed using remotely sensed images of the 

snow covered area.  Bounds on the accumulation factor are calibrated in accordance with 

the last day snow cover was observed, and first day snow was not observed at each point.  

Grid cells at the edges of the snow covered area were assumed to have accumulation 

factor fixed at the bound value corresponding to whether they are snow covered or snow 

free.  The accumulation factor values from these grid cells were used to develop 

regression models based on terrain variables that interpolate the accumulation factor over 
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the entire domain.  These interpolations are tested using the bound values based upon 

snow disappearance date.  We were unable to find a good single regression covering the 

entire domain, which may have given some generality to this approach, but were able to 

obtain successful regressions for the bands of the domain that became snow free between 

each pair of observations.  This approach is therefore still useful for the estimation of 

accumulation factor, but relies on direct observations of snow cover.  This approach 

presents a new way to calibrate accumulation factors for use in distributed snowmelt 

modeling relying on snow covered area images that are more readily available than 

distributed measurements of snow water equivalent.   

INTRODUCTION 

The spatial distribution of snow water equivalent is an important control on the 

timing and rate of snowmelt runoff.  Spatially distributed snowmelt models that attempt 

to explicitly represent the spatial distribution and patterns of snow require spatially 

distributed inputs of snow that account for variations in accumulation due to variability in 

precipitation and wind blown drifting.  Energy exchanges, topographical characteristics, 

surface roughness, and wind redistribution all contribute to the spatial heterogeneity of 

snow (Elder et al., 1991; Cline et al., 1998; Luce et al., 1998; Prasad et al., 2000).  Much 

work has been conducted to represent the spatial characteristics of the snowmelt 

processes (Blöschl et al., 1991a, 1991b; Wigmosta et al., 1994; Luce et al., 1998; Marks 

et al., 1999), while the representation process is still not completed.   

Wind blowing processes contribute to the variability of snow ( Gray, 1979; Gray 

and Male, 1981; Elder et al., 1991; Blöschl and Kirnbauer, 1992; Hardy et al., 1997; 
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Elder et al., 1998; Liston and Sturm, 1998; Luce et al., 1998; Prasad et al., 2000; 

Marks and Winstral, 2001; Winstral et al., 2002).  Efforts have focused on the effects of 

wind on snow distribution for some time (Schmidt, 1982; Tabler et al., 1990), but the 

development of a means to include such effects within a model of alpine snow 

distribution has not yet been accomplished.  Two physically based continuous models 

directly calculate the redistribution of snow due to wind.  The Prairie Blowing Snow 

(Pomeroy et al., 1993) and SnowTran-3D (Liston and Sturm, 1998) models have been 

calibrated and validated for the flat areas to gentle sloping terrain in the Canadian Prairie 

and subarctic Alaska.  However, both models have limitations in the rugged terrain of an 

alpine watershed.  

The accumulation factor approach (Tarboton et al., 1995; Tarboton and Luce, 

1996; Luce et al., 1998; Prasad et al., 2000) has been developed to empirically relate the 

spatial pattern of snow accumulation over an area to point precipitation measurements.  

Each point is assumed to have a propensity to accumulate snow that is quantified by a 

factor that multiplies the measured precipitation and so obtains spatially distributed 

precipitation inputs.  Past work (Luce et al., 1998) has derived the pattern of 

accumulation factors over a watershed using measurements of snow water equivalent  or 

by running  a blowing snow model (Prasad et al., 2000).  These approaches are not 

feasible in large watersheds in rugged terrain because spatial measurements of snow are 

not available and a blowing snow model has limited effectiveness.   

In this chapter, an approach is developed to estimate the accumulation factor 

based upon snowcover from a sequence of aerial photographs.  The Utah Energy Balance 

(UEB) snowmelt model is used (Tarboton et al., 1995; Tarboton and Luce, 1996).  First 
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the aerial photographs are used to prepare binary (snow/no snow) maps of the domain 

on each survey date.  This gives the date snowcover was last observed and the date snow 

free conditions were first observed at each point.  The date of disappearance of snow 

increases monotonically with the accumulation factor because an increased accumulation 

factor results in more snow that takes longer to melt.  A lower bound on accumulation 

factor is obtained by adjusting the accumulation factor until the snowmelt model (UEB) 

predicts disappearance of snow on the last date snow cover was observed.  An upper 

bound on the accumulation factor is obtained by adjusting the accumulation factor until 

the snowmelt model predicts the disappearance of the snow on the first observation of 

snow free conditions.   

Second, we assume that edge cells in the snow cover images have an 

accumulation factor equal to the one of the bounds.  If a grid cell is at the edge of the 

snow covered domain (i.e. adjacent to snow free area), it is assumed to be about to have 

the snow disappear so the accumulation factor is assumed to be at the lower bound value.  

If a grid cell is at the edge at the snow free domain (i.e. adjacent to snow covered area) it 

is assumed that the last snow has just melted and the accumulation factor is assumed to 

be at the upper bound value.  These edge locations where fixed values are assumed 

comprise a subset of the domain that was used in a series of regression models to develop 

relationships between accumulation factor and terrain attributes.  These regression 

models then provide the means to estimate an accumulation factor at the remainder of 

grid cells, which are not edge cells, in the domain, providing a complete accumulation 

factor map.  The complete accumulation factor map is used as input to the distributed 

snowmelt model, and modeled snow water equivalent maps were evaluated against the 
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images of snow covered area.  Estimated internal accumulation factors are compared to 

the accumulation factor bounds as an additional check on the accumulation factors.   

STUDY SITES AND DATA 

The 8.1 km2 Green Lakes Valley watershed (GLV) is a high Rocky mountain 

basin with steep cliffs, talus slopes, and limited soil cover located 40 km west of Boulder, 

CO (see Figure 3-1).  Bare rock comprises about 1/3 of the basin area, talus slopes 

comprise about 1/3 of the basin area, and soil comprises the other 1/3 of the basin area.  

The 8-ha Arikaree cirque glacier lies at about 3800 m just below the Continental Divide 

within the basin.  Elevation in Green Lakes Valley watershed ranges from 3204 to 4087 

m, with most of the basin lying above treeline.  Mean monthly minimum temperatures are 

below 0 oC from October through May with monthly maxima below freezing from 

November to April (Berg, 1986).  The area is characterized by a mountain continental 

climate, annually receiving about 1000 mm of precipitation (Williams et al., 1996), 80% 

of which is in the form of snow (Caine, 1995).  Weather data has been collected at the 

four stations shown, whose locations range from valley to ridge top.  The weather data 

comprise air temperature, relative humidity, wind speed and direction, and incident solar 

radiation.  Precipitation is measured at the ridge location, D1.  Digital elevation data at 

10-m resolution was produced photogrammetrically.  Metric 1:24,000 aerial photographs 

were taken on four dates in 1996 and have produced high-resolution orthophotos (~10 m).  

The snow covered area images classified from these orthophotos provides information 

about the snowpack depletion processes (see Figure 3-2).    
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Figure 3-1 Green Lakes Valley watershed location map and its relative location in U.S.A.   
The contour interval is 50 m.  Four weather stations are located 

 
 

May 22 June 9 

June 29 July 21 

 
Figure 3-2 Observed snow covered area images at four dates, May 22, June 9, June29, and 
July 21, 1996.  White areas represent the snow covered areas and green areas are the snow 

free areas 
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MODELING APPROACH 

The new UEB model described in chapter 2 was used in this work.  The time 

evolution of the snowpack is driven by the energy exchange between the snowpack, the 

air above and the soil below according to mass and energy balance equations, 

 

mehgplelisn QQQQQQQQ
dt

dU −++++−+= ,   (kJ m-2 h-1) (3-1) 

 

EMPP
dt

dW
rsr −−+= ,    (m h-1) (3-2) 

 

where U is the energy content, W is the snow water equivalent, Qsn is the net shortwave 

energy received by the snowpack, Qli is the incoming longwave radiation, Qle is outgoing 

longwave radiation, Qp is the energy advected by precipitation into the snow, Qg is the 

ground heat flux to the snow, Qh is the sensible heat flux to the snow, Qe is the latent heat 

flux into the snow, and Qm is the advected heat removed by meltwater.  Pr is the rate of 

precipitation as rain; Ps is the rate of precipitation as snow; Mr is the melt rate; and E is 

the sublimation rate; t is time (h).  The model requires inputs of air temperature, wind 

speed and incident radiation that are used to drive the energy balance, and precipitation 

that is used to drive the mass balance.  Precipitation is partitioned into snowfall or rainfall 

based upon air temperature (U.S. Army Corps of Engineers, 1956) interpolated from 

measurements at weather stations and adjusted with elevation based upon a lapse rate.  

The fraction of precipitation falling as snow, fsnow, is given by: 
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0.1=snowf                 when Ta<Ts 

         
snr

ar

TT

TT

−
−

=        when Tsn��a��r (3-3) 

         0.0=                when Ta>Tr, 

 

here Tr (=3 oC) is the air temperature above which all precipitation is assumed to fall as 

rain, and Tsn (=-1 oC) is the air temperature below which all precipitation is assumed to 

fall as snow.   

The accumulation factor (Tarboton et al., 1995; Tarboton and Luce, 1996) relates 

a point or reference precipitation measurement to the snow accumulation at each point in 

the watershed.  Snow deposition at each location is modified by applying a spatially 

variable accumulation factor, φ , to account for redistribution and differential 

accumulation effects.  

 

PfP snows ⋅⋅= φ  (3-4) 

 

where P is the measured point or reference precipitation (m).  The total precipitation at 

each grid cell is the sum of Ps and precipitation as rainfall (Pr=(1-fsnow)P).  The 

accumulation factor is an empirical factor that includes the combined effect of all 

processes involved in variability in snow accumulation, including wind blown drifting, 

sliding and precipitation variability. 
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Disappearance date-based accumulation  
factor calculation 

Equation 3-4 substituted into equation 3-2 gives  

 

EMPfPf
dt

dW
rsnowsnow −−⋅⋅+−= φ)1( . (3-5) 

 

The model was initialized on September 20, 1995, the date of first significant snowfall 

that season and driven by climate inputs following that date.  The positive term 

containing accumulation factor φ results in a positive monotonic relationship between φ 

and the corresponding W on any specific date (Figure 3-3).  There is also a positive 

relationship between φ and the disappearance date.  A lower bound on accumulation 

factor is calculated at each point by assuming the snow disappears on the last date snow 

was observed at each location.  The lower bound is not defined for locations where snow 

was never observed.  An upper bound on accumulation factor is calculated by assuming 

the snow disappears on the first date snow free conditions were observed.  At those grid 

cells where the snow was observed in the latest snow image, the snow was assumed, for 

the purposes of calculating an upper bound to have disappeared by August 30, before the 

next accumulation season commences. 

Accumulation factor interpolation 

Figure 3-4 illustrates schematically the ablation of snow covered area with time as 

represented by snow cover images on three dates, T1, T2, and T3.  Indicated are edge cells 

where there is snow cover adjacent to snow free areas, or snow free area adjacent to 
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Figure 3-3 Schematic of time series solutions for snow water equivalent for varying  
accumulation factor 

 
 
 

 
Figure 3-4 Schematic map showing definition of edge cells where specific accumulation  

factor values are calculated 
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snow covered area.  At these locations it is assumed that the accumulation factor is 

equal to one of the bound values.  The region labeled T1 was observed to be snow free at 

T1 so had snow disappear on or before T1.  The assumption is that the edge cells labeled 1 

have snow disappear at T1 and therefore assume the upper bound value for their 

accumulation factor.  The region labeled T2 was snow covered at T1 but was observed to 

be snow free at T2, so had snow disappear between T1 and T2.  The outer edge cells 

bounding the snow free area, labeled 2 in the figure, are assumed to have snow 

disappearing at T1 and therefore assume the lower bound value for their accumulation 

factor.  The inner edge cells bounding the area that remains snow covered past T2, labeled 

3 in Figure 3-4, are assumed to have snow disappearing at T2 and therefore assume the 

upper bound value for their accumulation factor.  Similarly the outer edge cells for region 

T3, labeled 4 in the figure, assume the lower bound for their accumulation factor 

calculated from the snow disappearing at T2.  Cells that belong to both outer and inner 

edges (labeled 2/3 in the figure) and non edge cells are indeterminate and are not used for 

the purposes of determining a relationship between accumulation factor and terrain 

attributes.  This process results in the calculation of specific accumulation factor values 

for the subset of the domain comprising determinate edge cells.  The remaining grid cells 

in the domain have upper and lower bounds for the accumulation factor based on the date 

snow was last observed and a date snow free conditions were first observed.  The subset 

of grid cells with specific accumulation factor values were used to develop a series of 

regression models for the estimation of accumulation factor based on terrain variables.  

The upper and lower bounds on accumulation factor in the remaining grid cells were used 
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to perform test the regression models on data out of their calibration set.  The 

regression function for the accumulation factor was written as: 

 

)(Xf=φ , (3-6) 

 

where ( )�verevdrdcurvaspslpzX 2,2,2,2,,,,=  is a vector of terrain variables, z is the 

elevation, slp is the slope, asp is the aspect, curv is the plane curvature, d2r is the 

distance to ridge, d2v is the distance to valley, e2r is elevation difference to ridge, and 

e2v is elevation difference to valley.  Figure 3-5 illustrates the latter four terrain attributes.  

Mean square error of the predicted accumulation factor can be written as: 

 

( )( )
n

xfmse ii

n

2−= ∑ φ , (3-7) 

 

 

 

Figure 3-5 Illustration of some of the terrain attributes 

d2r 

e2r 
d2v 

e2v 

Prevailing  
 
 

wind 



 

 

71 
here ( )ixf  is the predicted accumulation factor of the boundary cells, n is the size of 

samples, and iφ  is the calibrated bound value of cells.  

RESULTS 

Accumulation factor interpolation 

The first regression model developed pooled the accumulation factor calculated 

for all edge grid cells. There are a total of 32046 edge cells comprising 37% of the 

domain.  The terrain attributes evaluated as explanatory variables included elevation, 

slope, aspect, plane curvature, profile curvature, distance to ridge, distance to valley, 

elevation to ridge, and elevation to valley to the west, the direction from which the 

prevailing wind blows.  Aspect was represented as cos(asp) and sin(asp) where asp is the 

downslope direction (represented as a bearing clockwise from east) to avoid the sharp 

discontinuity associated with the north direction where 0o=360o.  Distance to the valley 

was log transformed (log(d2v+1), plus 1 is to avoid the numeric errors.  Following 

exploratory data analysis where terrain attributes were initially plotted against the 

calculated accumulation factor of edge cells, several combinations of these variables were 

included as explanatory variables in the construction of local polynomial regression 

models (Loader, 1999).  The regression used the Splus LOESS function (Cleveland and 

Devlin, 1988) default span value of 0.5.  Mean square error of the difference between 

predicted and calculated accumulation factor at edge cells was used as the objective 

function to select the best model.  The best model had elevation, distance to valley and 

cos(asp) as explanatory variables.  Figure 3-6 shows the predicted versus calculated 

accumulation factor from this regression.  The Nash-Sutcliffe goodness of fit measure 
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Figure 3-6 Calculated versus predicted accumulation factor for single regression model  
(1000 randomly selected points) 
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where N is the number of cells in regression model, ky  and kŷ are calculated 

accumulation factor and predicted accumulation factor at location k, y  is the mean value 

of the calculated accumulation factor in the model.  This model was used to calculate 

accumulation factor at the remaining 53652 non edge cells in the domain.  Only 34% of 
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the accumulation factor values obtained in this way fall between the upper and lower 

bound accumulation factor values calculated from the snow covered area images.  We 

judged this model to be inadequate for the purpose of quantifying the spatial pattern of 

snow distribution.   

Examination of the accumulation factor calculated at edge cells reveals that the 

mean of the accumulation factor increases from 0.68 at edge cells where the snow 

disappeared on May 22, to 2.1 for grid cells with snow disappearing on July 21.  The 

single regression model was unable to determine a relationship between this range of 

variability and the topographic parameters used as explanatory variables.  We therefore 

decided to develop a separate regression for bands defined based on the snow covered 

area images.  Band 1 is defined as that region where snow was never observed, i.e. it 

disappeared before the first image on May 22.  Band 2 is defined as that region that was 

snow covered on May 22 but snow free on June 9.  Similarly band 3 and 4 are defined 

between June 9, 29 and July 21.  Band 5 is the region where snow was present in all 

images, i.e. present after July 21.  Table 3-1 summarizes information about these bands.   

Local polynomial regression was used to develop an accumulation factor model 

for each band.  Again the explanatory variables used were elevation, distance to valley 

and cos(asp).  For band 1 we were only able to calculate upper bound accumulation 

factor value.  The local polynomial regression in band 1 therefore only used these upper 

bound values as input.  When results were compared against bound values calculated for 

all grid cells in band 1 we found that a large number of interpolated grid cell 

accumulation factor values were above the upper bound.  This apparent over prediction of 

accumulation factor in band 1 is not surprising given that only upper bound values have 
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Table 3-1 Information about 5 bands 

Band 
# 

Snow 
cover at 

date 

Snow 
free 

before 
date  

Total 
number 
of cells 

Number 
of inner 

edge 
cells 

Number 
of outer 

edge 
cells 

Mean 
accumulation 

factor of 
edge cells 

Mean 
accumulation 

factor of 
inner edge 

cells 

Mean 
accumulation 

factor of 
outer edge 

cells 
Band 

1 
Not 

observed 
May 22, 

1996 
57817 0 14675 0.67 N/A 0.68 

Band 
2 

May 22, 
1996 

June 
09,1996 

8447 1561 3870 0.71 0.68 0.82 

Band 
3 

June 
09,1996 

June 29, 
1996 

8714 1563 4235 1.01 0.90 1.3 

Band 
4 

June 29, 
1996 

July 21, 
1996 

6096 853 2905 1.47 1.3 2.1 

Band 
5 

July 21, 
1996 

Not 
observed 

4624 5431 0 2.02 2.0 N/A 

 
 

been used as input.  We therefore reduced all interpolated accumulation factor value in 

band 1 by a factor of 0.65.  This was chosen (admittedly somewhat subjectively) to 

reduce the number of grid cells having interpolated accumulation factor exceeding their 

calculated upper bound value, while at the same time holding the mean accumulation 

factor to what we felt was a reasonable value.   

In band 5 upper bound accumulation factor bound values were available based on 

the assumed August 30 season end date.  These are not very limiting as we know that the 

snow disappears well before this date in most locations.  Therefore the local polynomial 

regression in band 5 only used the lower bound values as input.  When results were 

compared against bound values calculated for all grid cells in band 5 we found that a 

large number of interpolated grid cell accumulation factor values were below the lower 

bound.  This apparent under prediction is not surprising given that only lower bound 

values were used as input.  We increased all interpolated accumulation factor values in 
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band 5 by a factor of 1.2.  This was chosen as the value that minimizes the number of 

grid cells out of bounds calculated for band 5.   

Figure 3-7 shows predicted versus calculated accumulation factor from these 

regressions.  The adjustments for band 1 and 5 are included in the data plotted and are 

responsible for the bias between the 1:1 line and point clouds for these bands.  Figure 3-8 

shows predicted versus calculated accumulation factor for these models combined.  

Although the fit of some of the individual models is poor, when considered 

together the models do appear to have same explanatory capability so we proceeded with 

the evaluation against accumulation factor bounds for internal grid  cells not used in 

developing these regression models.  Figure 3-9 shows the map of accumulation factor 

obtained by applying the 5 band interpolation model to each grid cell.   

 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

calculated

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

1.
4

pr
ed

ic
te

d

band 1 (NSC = -0.11)

0.0 0.5 1.0 1.5

calculated

0.
0

0.
5

1.
0

1.
5

pr
ed

ic
te

d

band 2 (NSC = 0.71)

0.0 0.5 1.0 1.5 2.0 2.5

calculated

0.
0

0.
5

1.
0

1
.5

2.
0

2.
5

pr
ed

ic
te

d

band 3 (NSC = 0.54)

0.0 0.5 1.0 1.5 2.0 2.5 3.0

calculated

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

pr
ed

ic
te

d

band 4 (NSC = 0.51)

0 1 2 3 4

calculated

0
1

2
3

4

pr
ed

ic
te

d

band 5 (NSC = 0.49)

 
Figure 3-7 Calculated versus predicted accumulation factor for each band in the 5 bands  

regression model (1000 randomly selected points) 
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Figure 3-8 Calculated versus predicted accumulation factor for combined 5 bands  

regression model (1000 randomly selected points) 
 
 
          

 
 

Figure 3-9 Accumulation factor map 
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Validation against calculated accumulation 
 factor bounds 

Figure 3-9 provides a specific estimated accumulation factor value at each grid 

cell estimated using a local polynomial regression model with terrain attributes as 

explanatory variables.  Each grid cell also has directly calculated lower and upper bounds 

for the accumulation factor calculated using the UEB model, climate inputs and snow 

covered area images following the procedure described above.  Table 3-2 summarizes the 

comparison of the estimated accumulation factor to directly calculated accumulation 

factor bounds for each band.  This information is presented in map form in Figure 3-10 

where the spatial locations where accumulation factor is estimated out of the bounds 

calculated are shown.  Overall 89% of the interpolated accumulation factor values fall 

within the calculated bounds.  This validation tested the accumulation factor interpolation 

against all 85698 grid cells.  Only the 32046 edge cells were used in developing the 

model so this is an out of sample test against data not used in calibration of the regression.  

 
 
Table 3-2 Number and fraction of specific interpolated accumulation factor values falling  

within bounds of calculated values 

 Number of grid cells Fraction of grid cells 

 Total 
Incorrect 

below 
Correct 

Incorrect  
above 

Incorrect 
below 

Correct 
Incorrect  

above 
Overall 85698 4560 75895 5243 0.05 0.89 0.06 

Band 1 57817 - 54656 3161 - 0.95 0.05 
Band 2 8447 2140 5144 1163 0.25 0.61 0.14 
Band 3 8714 1240 7098 376 0.14 0.81 0.04 
Band 4 6096 890 4987 219 0.15 0.82 0.04 
Band 5 4624 290 4010 324 0.06 0.87 0.07 
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Figure 3-10 Estimated snow accumulation factor compared to directly calculated snow  

accumulation factor bounds 
 

Distributed modeling comparison 

The specific estimated accumulation factors mapped in Figure 3-9 were used as 

input to the UEB snowmelt model run for an entire year at each grid cell over Green 

Lakes Valley.  The model was initialized on September 20, 1996, the date of the first 

snowfall that season, and driven by observed climate inputs from the meteorological 

stations.  Figure 3-11 shows modeled snow water equivalent compared against observed 

snow covered area on the dates snow covered area images were available.   A categorical 

comparison of these maps is given in Table 3-3 where the number and fraction of area 

modeled as containing snow cover consistent, or inconsistent with the observations is 

tabulated.  Figure 3-12 shows the fraction of snow covered and snow free area that is 

correctly or incorrectly modeled at each observation date, together with the time series of 

modeled and observed snow covered area.  The spikes in the time series occur due to new 

snowfall. 
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Figure 3-11 Modeled snow water equivalent and observed snow covered area 
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Table 3-3 Modeled and measured snow covered area 

Date 
Snow covered 

correct 
No snow 
correct 

Snow covered 
incorrect 

No snow 
incorrect SCA Snow Free 

Number of grid cells  
05/22/96 26500 54846 1381 2971 29471 56227 
06/09/96 18869 57437 6283 3109 21978 63720 
06/29/96 9634 71989 2421 1654 11288 74410 
07/21/96 4075 79926 1068 629 4704 80994 
Fraction of total area     
05/22/96 0.31 0.64 0.02 0.03 0.34 0.66 
06/09/96 0.22 0.67 0.07 0.04 0.26 0.74 
06/29/96 0.11 0.84 0.03 0.02 0.13 0.87 
07/21/96 0.05 0.93 0.01 0.01 0.05 0.95 
Note:  
Snow covered correct: means both modeled and observed snow covered area;  
No snow correct: means both modeled and observed snow free area;  
Snow covered incorrect: means observed snow covered area that was modeled as snow 
free;  
Now snow incorrect: mean observed snow free area that was modeled as snow covered. 
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Figure 3-12 a) Snow covered area fraction comparison; b) Snow covered area fraction time  

Series 
 

Snow covered correct: means both modeled and observed snow covered area;  
No snow correct: means both modeled and observed snow free area;  
Snow covered incorrect: means observed snow covered area that was modeled as snow free;  
No snow incorrect: means observed snow free area that was modeled as snow covered. 
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DISCUSSION AND CONCLUSIONS 

A new approach has been presented that combines physically based snowmelt 

modeling with the use of a limited number of snow covered area images to estimate the 

snow accumulation factor necessary to explicitly represent spatially distributed snow 

processes.  We had limited success in developing a general relationship between snow 

accumulation factors and terrain variables.  This may have been due to the terrain 

variables tested not being the most appropriate explanatory variables, or due to 

compounding of uncertainty both in the snow modeling and local polynomial regression 

approach.  It is plausible that other statistical modeling approaches may have been better 

at capturing a relationship between terrain attributes and snow accumulation factors, but 

the local polynomial approach was chosen for its generality and broad non-parametric 

strength so we feel it more likely that there is not a robust single relationship between 

terrain variables and accumulation factors discernable in this dataset.  We were able to 

successfully parameterize snow accumulation factors using terrain attributes as 

explanatory variables for specific subsets of the domain categorized by when they were 

observed to become snow free. This suggests that the direct observations of snow cover 

are at this stage necessary to determine accumulation factor using this method.  

The large majority (89%) of snow accumulation factors obtained using the five 

band specific regressions fall within the directly calculated snow accumulation factor 

bounds.  This provides a basis for using these snow accumulation factors as input to a 

distributed snow accumulation and melt model.  The results from this model compare 

favorably against snow cover observations.   
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A limitation of the results presented here are that they are derived from only 

four snow covered area images obtained during the melt season when less than 35% of 

the watershed was snow covered.  Therefore the lower bound on accumulation factor for 

the majority of the domain is unconstrained.  It would be useful to repeat this work with 

more snow covered area images, including images collected early in the season to 

establish tighter bounds on accumulation factor for more of the domain. 

Overall, this work suggests that snow covered area images, combined with 

meteorological inputs can be used to calibrate the accumulation factor needed to 

represent snow distribution and redistribution effects in an alpine watershed.  This 

method has value in large mountainous watersheds where snow covered area images are 

more readily available than intensive snow water equivalent measurements.  This study 

also opens the opportunity to study fine scale spatial snow distribution patterns over 

larger areas than can be covered by field surveys and by doing this improve our 

understanding of the spatial processes and patterns of snow accumulation and melt.   
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CHAPTER 4  

TERRAIN BASED PARAMETERIZATION OF THE  

SUBGRID VARIABILITY OF SNOW 

Abstract: 

The parameterization of the subgrid variability of snow is a theme in current snow 

hydrology research.  A depletion curve that relates the basin average snow water 

equivalent to the fractional snow covered area used in the calculation of energy fluxes 

driving melt is one approach to the parameterization of subgrid variability.  A depletion 

curve may be derived from the measured spatial distribution of snow water equivalent. 

However, this approach is limited by the size of the area that can be practically surveyed 

so other methods to obtain depletion curves are needed.  Topography is a primary 

physical control variable on the snow accumulation and melt processes.  Blowing wind 

and the accumulation of snow in drifts, as well as sliding and the accumulation of snow at 

the base of slopes are all governed by topography.  This motivated the search for 

surrogate variables derived from topography from which a depletion curve can be directly 

estimated.  This chapter evaluated depletion curves derived from: Elevation; 

accumulation factor estimated from snow covered area images; and peak accumulation 

estimated based on regression with accumulation factor and elevation as predictor 

variables.  A spatially explicit model was used as reference.  This chapter also evaluated 

the depletion curves derived from spatial distributions of accumulation and melt 
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combined using the convolution integral either assuming independence or explicitly 

recognizing the spatial dependence between accumulation and melt.  It was found that the 

depletion curve derived using the distribution of elevation only, or assuming that 

accumulation and melt are independent are markedly different from the reference.  The 

best overall result was obtained from the approach that combined accumulation and melt 

explicitly accounting for the spatial dependence.  This is important because accumulation 

and melt are fundamentally different processes, related to different topographic attributes 

and this approach provides a formal way for these different effects to be correctly 

combined in the estimation of depletion curves for the parameterization of the subgrid 

variability of snow.  The results indicate that it is possible to get depletion curves that 

approach the reference depletion curve based on surrogate variables, but that the better 

estimates still require some reliance on spatially explicit modeling. 

INTRODUCTION 

Snowmelt is a surface water input of importance to many aspects of hydrology 

and water resources management.  Snowmelt is primarily driven by energy exchanges at 

the snow surface that have variability down to horizontal scales of 1 to 10 m (hereafter 

referred to as the point scale).  This variability leads to a non-uniform spatial distribution 

of snow water equivalent and patchiness in the snowcover during melt.  The physical 

processes responsible for snowmelt at the point scale are relatively well understood and 

modeled by a variety of “point” models (Anderson, 1976; Morris, 1990; Jordan, 1991; 

Tarboton et al., 1995; Tarboton and Luce, 1996).  However when larger scales are 
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considered it is frequently computationally prohibitive, or there are insufficient data, to 

apply such models in a distributed way at each grid point with 1 to 10 m spacing as would 

be required for explicit physical representation of the process.  Therefore, it is necessary 

to develop modeling approaches that can parameterize subgrid variability.   

The surface energy fluxes driving snowmelt only melt snow when there is snow 

present, so an important process to consider in the parameterization of the subgrid 

variability of snow is the evolution of the snow covered area over time.  Depletion curves 

have been developed to characterize the reduction in snow covered areas during the melt 

process. 

Depletion curves have historically been used to predict runoff based on 

temperature index based melt estimates (e.g. Anderson, 1973; Martinec, 1980; Hall and 

Martinec, 1985; Brubaker et al., 1996).  In such models, the amount of melt is multiplied 

by the snow covered area to estimate the total input of water to a basin.  Snow covered 

area has also been used in the modeling of basinwide snow water equivalent (Dunne and 

Leopold, 1978; Ferguson, 1986; Buttle and McDonnell, 1987; Luce et al., 1999).  In this 

sort of modeling, information about the total mass of snow in the area (from direct 

measurement of the snowpack or estimated from accumulated precipitation) is used, and 

conservation of mass is considered.  

Luce et al. (1999) suggested the use of the depletion curve as a parameterization 

of subgrid variability in a physically based mass and energy balance snowmelt model.  

Rather than relating snow covered area to accumulated melt or degree days, as in earlier 

depletion curve methods, Luce et al. (1999) related snow covered area to the total mass of 
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snow remaining on the ground, or the area-averaged snow water equivalent.  The area-

averaged snow water equivalent was normalized by the maximum snow water equivalent 

accumulated to date during the current season.  These modifications addressed two goals: 

first, they avoided the problem of assigning dates and peak or average depth at the onset 

of melt; second, they avoided the need for a new depletion curve each season.  The 

depletion curve was naturally scaled by maximum snow accumulation in any given year, 

requiring only a non-dimensional functional form of the depletion curve to be specified.  

Luce et al. (1999) derived equations that estimated a dimensionless depletion curve from 

the distribution function of snow water equivalent at peak snow accumulation.  Luce and 

colleagues’ derivation focuses on differential accumulation as a cause for spatial 

variability.  In their derivation the melt process is approximated as being spatially 

uniform.  Luce et al. (1999) showed that basin average snow water equivalent and surface 

water input modeled using a depletion curve estimated from the peak snow accumulation 

distribution were practically as good as results from a fully distributed, physically-based 

mass and energy balance model for the Upper Sheep Creek Watershed.   

Luce (2000) and Luce and Tarboton (2001) analyzed the parameterization of 

subgrid variability in snow accumulation and melt processes recognizing that spatial 

variability in energy inputs due to topography, as well as spatial variability in 

accumulation, contribute to the spatial variability of snowmelt.  The spatial variability of 

energy inputs was accommodated in the derivation of depletion curves by scaling the 

peak snow accumulation by a normalized radiation exposure measure.  This moved the 
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derived depletion curve closer to observations and results obtained from a detailed 

distributed model.   

The approaches developed in the earlier work (Luce et al., 1999; Luce, 2000; 

Luce and Tarboton, 2001) depend upon spatially distributed snow water equivalent 

measurements.  Obtaining these measurements is impractical for large watersheds.  The 

purpose of this paper is to explore approaches for deriving depletion curves from more 

fundamental and readily available topographic attributes.   

Topography is a primary control on the spatial variability of snow accumulation 

and melt.  Elevation is related to air temperature expressed through the lapse rate, and air 

temperature is related to snowmelt through sensible heat fluxes (Gray and Male, 1981) 

and incident longwave radiation (Marks and Dozier, 1979) from the atmosphere.  

Topography also influences shortwave radiation inputs through the exposure to sunlight 

which is controlled by slope, aspect (slope direction) and terrain shading (Dozier, 1980). 

Diffuse radiation is dependent upon sky view factors (Dozier and Frew, 1990).   

There is also variability in the distribution of snowcover due to other processes 

like wind drifting, sloughing or avalanching ( Gray and Male, 1981; Elder et al., 1991; 

Blöschl and Kirnbauer, 1992).  Luce et al. (1998) and Prasad et al. (2000) demonstrated 

that wind plays an important role in the distribution of snow in the Upper Sheep Creek 

watershed.  Elder et al. (1991) examined factors affecting alpine snow distribution in 

regions above the treeline, and attributed much of the observed spatial heterogeneity to 

redistribution by wind.  Research on the redistribution of snow due to wind (Schmidt, 

1982; Tabler et al., 1990) has led to the development of the Prairie Blowing Snow 
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(Pomeroy et al., 1993) and SnowTran-3D (Liston and Sturm, 1998) models, which model 

physical wind redistribution processes.  Winstral et al. (2002) and Winstral and Marks 

(2002) adopted a statistical approach to relating topographic attributes with snow 

accumulation and found that statistical model predictions of snow accumulation based on 

topographic variables were significantly improved when wind related parameters were 

used as inputs.   

The accumulation factor approach (Tarboton et al., 1995; Tarboton and Luce, 

1996; Luce et al., 1998; Prasad et al., 2000) has been developed to empirically relate the 

spatial pattern of snow accumulation over an area to point precipitation measurements.  

Each point is assumed to have a propensity to accumulate snow represented by a factor 

that is multiplied by the measured precipitation to obtain spatially distributed 

precipitation inputs.  Past work has obtained the distribution of accumulation factor over 

a watershed using measurements of snow water equivalent (Luce et al., 1998) or by 

running a blowing snow model (Prasad et al., 2000).  Marks and Winstral (2001) derive 

the accumulation factor by classifying the watershed using slope, aspect, and terrain 

variables specifically designed to represent the propensity for snow accumulation or scour 

due to wind, such as the slope angle and distance to source location in the direction from 

which the prevailing wind blows.   

Chapter 3 gave an approach for calibration of the accumulation factor from snow 

covered area images which are more readily available than the snow water equivalent for 

a large watershed.  Bounds on the accumulation factor were calibrated in accordance with 

the date the snow cover disappeared.  The lower bound on the accumulation factor was 
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obtained from the last day snow cover was observed, while the upper bound was obtained 

on the first day snow was not observed at each point.  Grid cells at the edges of the snow 

covered area were assumed to be about to melt completely so their accumulation factor 

was estimated at the lower bound while cells in the snow free area adjacent to a snow 

covered area were assumed to have just become snow free so their accumulation factor 

was estimated at the upper bound.  The accumulation factor values from these edge grid 

cells where a single value rather than a range for the accumulation factor was estimated 

were used to develop regression models based on terrain variables that interpolate the 

accumulation factors over the entire domain.  This approach provides a way to estimate 

the accumulation factor using a combination of meteorological data and the snow covered 

area images. 

Depletion curves, which serve as a subgrid parameterization are directly related to 

the spatial distribution of snow as characterized by a spatial probability density function 

(pdf) (Luce et al., 1999).  The spatial distribution of snow is related to topography.  The 

goal of this chapter is to explore ways to obtain a depletion curve directly from 

topographic attributes.  We evaluate a number of approaches.  First we assume that the 

distribution of snow is linearly related to the distribution of elevation and use the pdf of 

elevation to derive a depletion curve.  Second, we assume that the distribution of snow is 

linearly related to the accumulation factor, derived from snow covered area images using 

the procedure presented in chapter 3.  This approach incorporates elevation to some 

extent because elevation was one of the attributes used in developing the model in chapter 

3.  Third, we explicitly combine accumulation factor and elevation using linear 
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weighting.  The fourth approach evaluated combines the spatial distribution of melt 

estimated from topography, based on the ABC model approach (Williams and Tarboton, 

1999), with the spatial distribution of accumulation from the accumulation factor and 

elevation.  In developing this last approach, new theory that relates depletion curves to the 

spatial distribution of snow was developed to explicitly combine the snow accumulation 

and snow melt distributions with mean accumulation and melt, to arrive at a depletion 

curve.  This is important because accumulation and melt are fundamentally different 

processes, related to different topographic attributes and this approach provides a formal 

way for these different effects to be correctly combined.  Depletion curves derived from 

each approach were used as subgrid parameterizations in a large scale snowmelt model.  

Results were evaluated against observations of snow covered area and distributed model 

simulations.    

METHODS 

The UEB model (Tarboton et al., 1995; Tarboton and Luce, 1996, also see chapter 

2) was used in this work.  Two forms of the model were used.  The first is the point 

model described in chapters 2 and 3.  The second is the large scale model where the 

depletion curve parameterization of subgrid variability is included following Luce et al. 

(1999).  In chapter 3 the accumulation factors necessary to apply the point form of the 

model were calculated based upon snow covered area data.  The model applied in a 

spatially explicit mode to each 10 m grid cell in the domain using these accumulation 

factors provides the best available estimate of the spatially distributed snow processes 
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over the domain.  These results are taken as reference and referred to as the "distributed 

modeled" results.   

To facilitate application of snowmelt models over large areas it is necessary to 

have larger model elements than the 10 m grid cells.  What we refer to as the large scale 

lumped model consists of one model element over the entire study area, with subgrid 

variability within this domain parameterized using a depletion curve.  Different depletion 

curves, estimated in different ways are evaluated.  

Large scale lumped model with depletion  
curve parameterization 

The UEB model (Tarboton et al., 1995; Tarboton and Luce, 1996, also see chapter 

2) is an energy and mass balance snow melt model.  The time evolution of the snowpack 

is driven by the energy exchange between the snowpack, the air above and the soil below 

according to mass and energy balance equations using spatially averaged climatic inputs 

(Figure 4-1), applied over the fraction of the area that is snow covered.  The large scale 

form of the model with depletion curve parameterization has three state variables: 1)  Wa, 

the basin average snow water equivalent; 2) U, the snowpack energy content of the snow-

covered area; and 3) the fraction of area that is snow covered, Af.  In updating the energy 

and mass balance the snow covered area snow water equivalent, Wsc, is first calculated 

from the basin average snow water equivalent, Wa,   

 

fasc AWW /=  . (4-1) 
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Figure 4-1 Schematic of lumped snowmelt model 
 
 

Then point energy balance equations are applied  

 

mpghelelisn QQQQQQQQ
t

U −++++−+=
∂

∂
 (4-2) 

EMPP
t

W
rsr

sc −−+=
∂

∂
 (4-3) 

 

where Qsn is net solar radiation; Qli is incoming longwave radiation; Qle is outgoing 

longwave radiation; Qp is advected heat from precipitation; Qg is ground heat flux; Qh is 

the sensible heat flux; Qe is the latent heat flux; Qm is heat advected with melt water; Pr is 

the rate of precipitation as rain; Ps is the rate of precipitation as snow; Mr is the melt rate; 

and E is the sublimation rate.  The same parameterizations as used in the point model are 

used for each energy and mass exchange term.   
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Runge-Kutta finite difference approximations are used to propagate Wsc and U 

forward in time resulting in a change in the snow covered area snow water equivalent, 

scW∆ , for the time step being calculated.  Area average snow water equivalent is then 

updated according to  

 

( ) ( )0,0, scscfaa WMaxWMinAWW ∆+∆⋅+= . (4-4) 

 

In this equation when scW∆ < 0 melt is occurring over the snow covered area only and Wa 

is reduced by scf WA ∆⋅  as calculated by the Min term.  When scW∆ > 0, snow is 

accumulating due to snowfall; this occurs over the entire area so Wa is increased by scW∆  

as calculated by the Max term.   

Once Wa has been updated at each time step the fraction of area that is snow 

covered is updated using a depletion curve  

 

( )adcf WAA = . (4-5) 

 

Here Adc(Wa) is the depletion curve representing the functional relationship between the 

basin averaged snow water equivalent and fractional snow covered area, illustrated 

schematically in Figure 4-2.  On the left axis, is the fractional snow covered area (ranging 

from 0 to 1) and the lower axis is the basin average snow water equivalent.  Note that the 

depletion curve is expressed in dimensionless form Adc
*(Wa) with the lower axis  
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Figure 4-2  Depletion curve parameterization of subgrid variability in a lumped snowmelt 
model (after Luce et al., 1999).  As basin average snow water equivalent is reduced snow 
covered area reduces along this curve which is made dimensionless scaled by the  

maximum snow accumulation 
 
 

dimensionless snow water equivalent W*=Wa/Wamax, scaled relative to the maximum basin 

average snow water equivalent Wamax experienced to date within the season (since Wa was 

last 0)   

 

Adc(Wa) = Adc
* (Wa/Wamax). (4-6) 

 

This lets the onset of melt be determined naturally from the modeling of physical 

processes, rather than using parameters determining the “beginning” of the melt season 

(Luce et al., 1999).  This also provides for a natural year to year adjustment of the 

depletion curve as Wamax varies from year to year, avoiding the need to have a depletion  
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curve specific to the snow accumulation amount for each year.  A procedure for 

accommodating new snowfall part of the way through the season given by Luce et al. 

(1999) is used.  When there is new snowfall at point B say, Wa is incremented by the new 

snowfall water equivalent, �Wsc > 0, (taken over the whole area) and Af goes to one. This 

is point C in Figure 4-2.  The new snowfall (covering the whole element) will be 

subjected to the same processes that lead to spatial variability as the old snow.  Also, it 

will melt first.  Therefore it is assumed that the system returns along a rescaled depletion 

curve to the point of original departure, B.  In this fashion multiple accumulation and 

melt periods can be accommodated. In principle there could be multiple rescalings and 

multiple points B, reminiscent of hysteresis loops in soil wetting and drying characteristic 

curves.  However we only keep track of one departure point B.  

Relationship between depletion curve and  
spatial distribution of snow 

The dimensionless depletion curve function, Adc*(Wa), may be estimated from the 

probability density function (pdf) of snow water equivalent sampled spatially following 

Luce et al. (1999).  Implicit in this derivation is the assumption that spatial variability is 

created primarily by differential accumulation, and that melt is uniform.  Imagine a cross 

section through this snowpack and that this snowpack experiences a spatially uniform 

cumulative potential melt depth, m.  (This is potential because if the quantity of snow at a 

point is less than m it is not realized.)  We can convert the spatially explicit representation 

of the snowpack water equivalent to a generic probability density function (pdf) of snow 

water equivalent, fg(w), that retains a consistent shape through the melt season (spatially 
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uniform melt), so that the parameter, m, represents a shift of the w = 0 axis over the pdf to 

the right as the snow ablates (Figure 4-3).  Then for any particular melt depth, m, the tail 

to the left of the y-axis represents snow-free area.  The remaining shaded portion of the 

distribution represents the snow water equivalent distribution over the fraction of area  

that is snow covered.  The first moment of this truncated distribution represents the mean 

snow water equivalent, Wa, which divided by Af gives the snow covered area snow water 

equivalent, Wsc, equation 4-1. 

Two different depletion curve functions representing the reduction of snow 

covered area as a function of cumulative potential melt depth, Am(m) and the reduction of 

snow covered area as a function of basin average mean snow water equivalent, Adc
*(Wa) 

exist.  These can both be derived from integrating the generic pdf over the shaded area 

represented in Figure 4-3.   

First the fraction of area that is snow covered is evaluated as a function of m to 

obtain Am(m) as: 

 

( ) ( ) ( ) )(1
0

mFdwwfdwmwfmA g

m

ggm −==+= ∫∫
∞∞

 (4-7) 

 

where Fg(m) is the cumulative distribution function of fg(w) evaluated at m.  For any 

arbitrary m, Am(m) is the fraction of the basin that had snow water equivalent W at peak 

accumulation greater than m.  Practically, the function Am(m) may be numerically 

evaluated directly from a sample of snow water equivalent values across the area of 

interest.  Am(m) is the number of samples with snow water equivalent greater than m 
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Figure 4-3 Schematic of generic snow water equivalent probability distribution (after  

Luce et al., 1999) 
 
 

divided by the total number of samples.  The function Am(m) is the classic depletion curve 

expressed as the fraction of area that is snow covered as a function of potential melt 

depth. 

To obtain the second depletion curve function Adc
*(Wa) the basin average snow 

water equivalent is calculated as the mean of the generic pdf for any specific m.  The 

probability distribution of snow water equivalent for any particular m has a nugget at zero 

because a negative W has no physical interpretation.  The finite probability of the areally 

sampled snow water equivalent being zero is 1-Am(m).  The part of the pdf to the right of 

the axis represents the snow water equivalent pdf for non-zero snow water equivalent (all 

of the snow-covered points in the areal sampling).  Consequently, a function giving the 
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basin-average snow water equivalent in terms of m, Wm(m) is calculated (from the usual 

definition of a mean) as: 

 

( ) ( ) ( )dwwfmwmW g

m

m ∫
∞

−=  (4-8) 

 

which can be integrated by parts (see Luce et al., 1999 for derivation ) to obtain 

 

( ) ∫
∞

=
m

mm dwwAmW )( .  (4-9) 

 

Numerical integration of Am(m) can be used to obtain Wm(m).  For any potential m this 

function gives the basin average snow water equivalent, )m(WW ma = .  The function 

inverse of this is )W(Wm am
1−= .  Now the functions Am(m) and the function inverse, 

Wm
-1(Wa), are combined to obtain 

 

))(()( 1
ammadc WWAWA −= . (4-10) 

 

This expresses the depletion curve with basin average snow water equivalent as the input 

argument.  This snow water equivalent depletion curve may be calculated by evaluating 

Am(m) and Wm(m) for many values of m.  The maximum basin average snow water 

equivalent Wamax under the generic pdf fg(w) occurs when m=0, i.e.  
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)0(mamax WW = . (4-11) 

 

The dimensionless snow water equivalent depletion curve is then written as  

 

)()/()( ***
adcamaxadcdc wAWwAwA == , (4-12) 

 

A generic probability density function fg(w) has mean position (first moment) and scale 

(second moment) parameters given as follows 
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Consider a rescaling of w, say x=cw.  The rescaled generic pdf is  
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using fx(x) in equations 4-7 to 4-12 one obtains a dimensionless depletion curve 

)W(’A a
*

dc  that is equivalent to Adc
*(Wa) derived from fg(x).  This is shown in the 

appendix.  This equivalence is due to the rescaling involved in equation 4-12.  As a 

consequence of this, the dimensionless depletion curve is insensitive to specific values for 

the mean and variance of fg(w), it is sensitive only to the ratio of them, the coefficient of 

variation, µσ /=CV . 

Derivation of depletion curve from terrain  
attributes 

The approach described above provides a way to obtain a depletion curve from 

any probability distribution representative of the spatial distribution of snow.  Here we 

hypothesize that the distribution of snow is related to the distribution of specific terrain 

attributes and use the procedure above to derive the depletion curve from the distribution 

of terrain attributes.  Simulations based on the depletion curve so obtained are compared 

to simulations with the detailed distributed model to evaluate the effectiveness of the 

depletion curve parameterization.   

Elevation based depletion curve derivation.  Elevation influences the distribution 

of snow through the air temperature which lapses with elevation as well as due to the 

orographic effects of topography upon precipitation or other processes such as melt and 

evaporation/condensation which affect snow accumulation.  Here we assume a linear 

relationship between the snow accumulation and elevation:  

 

βα += za , (4-16) 
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where a is accumulation of snow, z is elevation,  and  are parameters.  Here a has been 

introduced as a variable denoting snow accumulation, rather than w because later w will 

be used to denote snow water equivalent combining the effects of accumulation and melt.  

In this method, the pdf of the snow accumulation, fa(a), can be written as a scaled and 

shifted version of the pdf of elevation, fz(z):  

 

)(
1

)(
1

)(
α

β
αα

−== a
fzfaf zza . (4-17) 

 

Given parameters  and  the pdf from equation 4-17 could be used with the procedure 

described in equations 4-7 to 4-12 to derive a depletion curve.  This procedure is 

insensitive to the specific moments of the distribution, but is sensitive to the coefficient 

of variation.  In the case of equation 4-16 the coefficient of variation depends on 

parameters  and , specifically the datum or elevation location parameter  related to the 

range of elevation scaled by .  Here  and  were determined by taking a as the snow 

water equivalent at the date of peak snow accumulation (5/2/1996) from the spatially 

explicit model and using regression to fit equation 4-16.  The depletion curve derived for 

this method and the results obtained using this depletion curve were labeled as “elevation 

only.”   

Accumulation factor based depletion curve derivation.  The accumulation factor 

derived in chapter 3 relates the propensity of a location to accumulate snow to terrain 

attributes.  Here a depletion curve was derived based on the distribution of accumulation 
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factor, assuming that variability in snow accumulation is the dominant cause for the 

spatial variability of snow during melt.  In terms of the accumulation factor the snow 

accumulation can be written as: 

 

φ⋅= Pa . (4-18) 

 

Here P is the precipitation, and φ  is the accumulation factor.  The pdf of the snow 

accumulation, fa(a), is a scaled version of the pdf of accumulation factor )(φφf :  
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Since the depletion curve only depends on the coefficient of variation of the 

distribution, the depletion curve is insensitive to P and can be derive from )(φφf  directly.  

The depletion curve derived from this method and the results obtained using this 

depletion curve were labeled as “accumulation factor only.” 

Elevation and accumulation factor depletion curve derivation.  The previous two 

approaches used elevation and accumulation factor separately to derive a depletion curve.  

Both elevation and accumulation factor are quantities related to the spatial variability of 

snow and inputs to consider for deriving a depletion curve.  

There is some interdependence between φ  and z, because z was a predictor 

variable used to obtain φ  (Chapter 3).   Nevertheless, recognizing that z may also have 
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direct explanatory capability towards the distribution of snow, we evaluate a depletion 

curve obtained by combining φ  and z directly.  We write 

 

edzca ++= φ , (4-20) 

 

where c, d, and e are parameters.  The probability distribution of a is obtained from the 

distribution of φ  and z in the domain.  The parameters c, d, and e effectively provide a 

weighting between φ  and z in the distribution of a, and a location of the z distribution, 

recognizing the arbitrariness of a z datum.  Here c, d, and e were obtained by taking a as 

the snow water equivalent at the date of peak snow accumulation (5/2/1996) from the 

spatially explicit model and using multiple linear regression.  The derived depletion curve 

and corresponding modeling results were labeled “elevation and accumulation factor.”   

Derivation of depletion curve from differential accumulation and differential melt.  

The above three approaches approximate the peak snow accumulation and assume 

uniform melt across the watershed.  Topography also leads to variability in the snow melt 

through variability in the energy components such as incident shortwave radiation, 

longwave radiation, and turbulent heat fluxes.  Here we combine accumulation and melt 

in the derivation of the depletion curve.  The snow water equivalent at a point is given by 

 

maw −= , (4-21) 
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where a is the accumulation and m is the melt at a specific point.  Equation 4-21 can also 

be expressed in terms of the spatial mean of accumulation, a , and the spatial mean of 

potential melt, m , perturbed by factors a’ and m’, respectively: 

 

mmaaww ’’’ −= . (4-22) 

 

Here a’ and m’ are interpreted as quantities that vary spatially according to distributions 

that represent the spatial patterns of accumulation and melt, the weighting of which, 

through a  and m determines the spatial pattern of w’ relative to its mean w .  Taking the 

expectation ( ) aaaE =’ , mmmE =)’( , therefore E(a’)=1 and E(m’)=1.  The expectation or 

mean of w (denoted w ) can be written as: 

 

maw −= . (4-23) 

 

Dividing equation 4-22 by equation 4-23 gives: 
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where w’ is the perturbation of snow water equivalent.   This shows that the general 

distribution of w’ depends only on the ratio am / , not on their separate values.  This is 

useful in developing depletion curves because only a single parameter needs to vary.  
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Here we note that the distribution of w’ in equation 4-24 is a mathematical solution which 

can be negative.  Physically locations where w’ < 0 are interpreted as snow free.  Also the 

melt m  is the mean of potential melt not the mean of actual melt which is constrained by 

the amount of snow water equivalent present.  

Figures 4-4 a to c illustrate the processes involved.  In (a) accumulation 

probability distributions of a at times 1 and 2 are shown, with 12 aa > .  Figure 4-4 b 

shows the melt removed from a specific accumulation, say ’aa 22 for different melt 

quantities.  At a specific location at time 2 the melt is ’mm 22 .  Figure 4-4 c shows the 

probability distribution of snow water equivalent that results from the combination of 

these effects.   

Given a specific a , when m  is 0, amaxww =  the maximum possible basin average 

accumulation for this a .  Since f(a) has support only on the domain a>0 the snow 

covered area fraction is 1.  As am /  increases some fraction of area has w’ in equation 4-

24 less than zero representing snow free area.  This is the area to the left of the axis in 

Figure 4-4 c.  am /  provides an index for the calculation of w’, and from the distributions 

of a’ and m’, the snow covered area fraction Af.  am /  also provides an index for the 

evaluation of basin average snow water equivalent Wa (different from w ) because it is the 

integral of ww’  over the positive part of the distribution representing snow covered area.  

This gives a depletion curve.  We have  
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Figure 4-4  Illustration of the time evolution of snow accumulation and melt distributions  
and the combined snow water equivalent distribution that results 

 
 

aamwmawww )/1(’)(’’ −=−=  . (4-25) 

 

This shows that the distribution of w is indexed by am /  times a  which we are 

holding constant, without loss of generality in the final depletion curve, due to the 

insensitivity of depletion curves to rescaling shown earlier.    
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Two separate assumptions regarding the dependence between a’ and m’ are 

considered.  

Case 1.  a’ and m’ are dependent.   

The domain provides us with an explicit spatial sampling of these and for a range 

of am /  we can develop the distribution of w and the depletion curve using the procedure 

described previously.      

Case 2.  a’ and m’ are assumed to be independent.   

Given the distributions of accumulation and melt, a’ and m’, these are taken as 

independent random variables combined in a weighted linear convolution given by 

equation 4-24.  The weighting is determined by am / .  Convolution of the distributions of 

a’ and m’ gives the distribution of w’ for each am /  from which the depletion curve is 

again derived.   

Luce (2000) and Luce and Tarboton (2001) considered the way that the spatial 

pattern of potential melt affects a depletion curve.  They used radiation exposure, Er, as 

an index of melt potential and scaled the distribution of snow water equivalent, W, at the 

time of peak accumulation by this index to define an effective snow water equivalent.   

 

re EWW /= . (4-26) 

 

Both W and Er were spatially distributed inputs, evaluated explicitly at each grid 

location, equivalent to the dependent case above.  They then used We in the procedure of 

equations 4-7 to 4-12 to derive a dimensionless depletion curve, again relying on the 
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insensitivity of a dimensionless depletion curve to scalar multiplication.  If we equate Er 

to m’ this approach is equivalent to case 1 above.   

Equations 4-21 and 4-22 can be written: 

 

)
a

m

’m

’a
(ama

’m

’a

’m

w −=−= . (4-27) 

 

The procedure developed by Luce (2000) and Luce and Tarboton (2001) is equivalent to 

case 1 with a’ and m’ dependent when Er and m’ are equated because then in this equation 

w/m’ has a probability distribution the same shape as the distribution of ’/’ ma  (scaled by 

a ) and the procedure of equations 4-7 to 4-12 is equivalent to increasing the index am /  

shifting this distribution to the left. 

Williams and Tarboton (1999) suggested that snowmelt was linearly related to 

elevation and radiation input at each point over a watershed.  This idea is expressed as:  

 

mmCRBzAm ’=++= , (4-28) 

 

where A, B, and C are parameters, z is elevation, and R is the shortwave radiation 

exposure.  This is referred to as the ABC model.   Thus the perturbation of melt, m’, can 

be derived from the elevation and the radiation exposure (incident short wave radiation).  

Williams and Tarboton (1999) suggest that A, B, and C be calculated at each time step 

using measurements at several points within the domain.  Here continuous melt 

measurement was not available so we instead used a distributed snowmelt model to 



 111 
represent the pattern of potential snowmelt.  The point UEB model described in chapter 3 

was utilized with a very thick uniform snowpack (10 m snow water equivalent) on May 2, 

1996 and run using observed climate input until August 30, 1996, the assumed end of the 

winter season.  This model provided cumulative potential melt m at each location, 

together with cumulative modeled shortwave radiation, R, calculated by the model 

accounting for topography and seasonal sun angle effects.  The elevation was an input to 

the model so by this procedure we have m, z and R for equation 4-28.   

Two options are available to us for m: (1) use the model derived m; (2) fit 

equation 4-28 using the grid cells in the domain and obtain m from equation 4-28.  These 

were both used and are referred to as UEB model derived m and ABC model derived m. 

Since the objective of this work is to estimate the depletion curve from 

topography and parameters derived therefrom we used a from the elevation and 

accumulation factor regression (Equation 4-20) together with the ABC model derived m 

to obtain a depletion curve using the method given in equations 4-21 to 4-24.  This is 

referred to as the depletion curve from differential accumulation and melt parameterized 

by topography (DAMPT).  Discrepancies between the output from this modeling 

approach and observation are due to both the approximations involved in deriving the 

depletion curve and in parameterzing the inputs m and a from the terrain.   

To decompose the errors we also used the method given in equation 4-21 to 4-24 

with UEB model derived potential melt, m, from the May 2, 1996 to August 30, 1996 run 

initialized with 10 m snow water equivalent, and a from the UEB modeled peak 

accumulation on May 2, 1996.  This is our best estimate of the inputs a and m, and 
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provides an assessment of the errors due to the depletion curve approach, while 

minimizing the errors involved in parameterizing a and m.  This is referred to as the 

depletion curve from differential accumulation and melt UEB modeled (DAMUM).   

STUDY SITES AND DATA 

The 8.1 km2 Green Lakes Valley watershed (GLV) is a high Rocky mountain 

basin with steep cliffs, talus slopes, and limited soil cover located 40 km west of Boulder, 

CO (see Figure 4-5).  Bare rock comprises about 1/3 of the basin area, talus slopes 

comprise about 1/3 of the basin area, and soil comprises the other 1/3 of the basin area.  

The 8-ha Arikaree cirque glacier lies at about 3800 m just below the Continental Divide 

within the basin.  Elevation in Green Lakes Valley watershed ranges from 3204 to 4087 

m, with most of the basin lying above treeline.  Mean monthly minimum temperatures are 

below 0 oC from October through May with monthly maxima below freezing from 

November to April (Berg, 1986).  The area is characterized by a mountain continental 

climate, annually receiving about 1000 mm of precipitation (Williams et al., 1996), 80% 

of which is in the form of snow (Caine, 1995).  Weather data has been collected at the 

four stations shown whose locations range from valley to ridge top.  This comprises air 

temperature, relative humidity, wind speed and direction, and incident solar radiation.  

Precipitation is only measured at station D1.  Digital elevation data at 10-m resolution 

that was produced photogrameterically was available.  High-resolution orthophotos (~10 

m) produced from Metric 1:24,000 aerial photographs taken on four dates in 1996 were  
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Figure 4-5 Green Lakes Valley watershed location map.  The contour interval is 50 m.  
Four weather stations are located 

 
 

also available.  The snow covered area images classified from these orthophotos provide 

information about the snowpack depletion processes.    

RESULTS  

Estimation of depletion curves 

The spatially explicit distributed version of the new UEB snowmelt model 

described in chapter 3 was used to provide reference results for comparisons to the output 

from the lumped model with various depletion curves.  Figure 4-6 gives the regressions 

used to obtain some of the parameters used in the depletion curves.  Figure 4-7 gives the 

depletion curves estimated from each approach.  The distributed modeled reference 

depletion curve represents simulations of snow covered area versus snow water 

equivalent during the melt period from the spatially explicit distributed version of the 

new UEB snowmelt model described in chapter 3.  This is used as a reference for the 
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assessment of other depletion curves. The spikes are when there is snowfall and whole 

area becomes briefly snow covered before returning to the same depletion curve.  This 

process apparent here in explicit spatially distributed simulations is represented in the 

depletion curve subgrid parameterization illustrated in Figure 4-2.  

Figure 4-6a plots distributed modeled peak snow water equivalent on May 2, 1996 

versus elevation.  Despite the fact that the relationship is weak, linear regression was used  
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Figure 4-6 Relationships involved in the derivation of depletion curves.  Each plot 
displays only 1000 sample points from the total of 85698 cells in the domain used in the 
relationships. a) Distributed modeled snow water equivalent on May 2, 1996 versus 
elevation.  b) Distributed modeled snow water equivalent on May 2, 1996 versus 
accumulation factor. c) Predicted versus distributed modeled reference snow water 
equivalent on May 2, 1996 from the multiple linear regression of equation 4-20. d) ABC 
model fit to distributed modeled melt between May 2, 1996 and August 30, 1996 with  

m10  snow water equivalent initial conditions  
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Figure 4-7 Depletion curves derived with the different approaches evaluated 
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to estimate α and  in equation 4-16.  α has a value of -0.0034 and  has a value of is 

1.36.  The five line clusters in the plot are due to the accumulation factor originally being 

quantified from five interpolation models for different time intervals (see Chapter 3) 

between the dates of the snow covered area images.  The depletion curve estimated from 

the distribution of a from equation 4-16 using the procedure in equations 4-7 to 4-12  

given in Figure 4-7.  This differs notably from the distributed modeled reference 

depletion curve indicating poor performance of the elevation only method.   

Figure 4-6b plots distributed modeled snow water equivalence versus 

accumulation factor.  There is a linear relationship between distributed modeled snow 

water equivalent and accumulation factor in large part due to the fact that the distributed 

modeled snow water equivalent was modeled using accumulation factor as an input.  

Fitting equation 4-18 to the data in Figure 4-6b we obtained P=0.84 m.  This is less than 

the observed precipitation up to May 2, 1996 of 0.91 m due to the melt and sublimation 

that occurs during the accumulation season.  The distribution of accumulation factor is 

used directly in the procedure in equations 4-7 to 4-12 to estimate the accumulation factor 

only depletion curve shown in Figure 4-7.  The accumulation factor only depletion curve 

is somewhat closer to the distributed modeled reference than elevation only.   

The elevation and accumulation factor depletion curve derivation requires fitting of 

equation 4-20.  The parameters obtained from the multiple linear regression are: c=0.91, 

d=0.00065, and e =-2.6.  The predicted snow water equivalent fits the distributed 

modeled snow water equivalent well as shown in Figure 4-6c.  The Nash-Sutcliffe 

goodness of fit measure (NSC) (Nash and Sutcliffe, 1970) was used to quantify the 
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fraction of variance explained by the model.  The NSC of the predicted and the 

distributed modeled snow water equivalent is 0.99, consistent with the good fit.  The 

depletion curve derived in this approach shown in Figure 4-7a was found to have shape 

close to the reference distributed modeled snow water equivalent depletion curve. 

Implementing the DAMPT approach, multiple linear regression was used with 

equation 4-28 to estimate A, B and C taking as input the elevation, z, and modeled 

shortwave radiation, R, for the period May 2, 1996 to August 30, 1996.  The multiple 

linear regression resulted in parameter values: A=14.0 m, B=-0.039, and C=2.3E-6 

m/(kJ/m2).  The NSC of the predicted and the modeled potential melt is 0.87 which 

indicates that the regression model is relatively effective.  Figure 4-6d illustrates 

distributed modeled reference versus predicted melt from this regression.   

Figure 4-7b includes the depletion curve labeled DAMPT.  This was derived from 

the equations 4-21 to 4-24 using ABC model estimates of melt from equation 4-28 and 

accumulation a = a a’ estimated from elevation and accumulation factor using the c, d 

and e estimated above in equation 4-20.  A range of am /  are used to derive the depletion 

curve from equation 4-24.  Only the depletion curve from explicit spatial sampling of the 

joint distribution is shown. 

The use of the ABC model melt estimates does introduce some uncertainty into 

the procedure.  To separate this uncertainty from other uncertainty inherent in the 

depletion curve approximation Figure 4-7b also includes depletion curves labeled 

DAMUM derived from equations 4-21 to 4-24 with potential melt, m, from the new UEB 

model with 10 m initial snow water equivalent over the period May 2, 1996 to August 30, 
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1996 and accumulation a from the distributed modeled reference snow water equivalent 

on May 2, 1996.  These are presumed to be our best estimates of the inputs a and m, so 

discrepancies that result are inherent in the depletion curve approximation.  Both cases of 

independent and explicit spatial sampling to capture dependence are presented.  The 

depletion curve labeled DAMUM m/a dependent in Figure 4-7 was derived based on the 

joint distribution of a and m pairs over the entire domain of 85698 grid cells.  The 

depletion curve labeled DAMUM m/a independent in Figure 4-7 was derived based on 

the convolution of separate distributions of a and m from the 85698 grid cells.  The 

depletion curve that recognizes the spatial dependence between a and m is much closer to 

the distributed modeled reference depletion curve indicating the importance of the spatial 

dependence between a and m.   

DAMUM m/a dependent uses spatially distributed UEB modeled melt which in 

part defeats the purpose of the need for a depletion curve because if it is feasible to run a 

high resolution model over the entire domain then one does not need a subgrid 

parameterization and depletion curve.  However this was included here to illustrate the 

sensitivity of the approach to topography based estimates of a and m.  Because of the 

importance of spatial dependence between m and a as shown by the results using 

distributed modeled melt we did not include the depletion curve from the independent 

case with melt parameterized from the topography. 

A depletion curve is a parameterization of subgrid variability related to the spatial 

distribution of snow.  Depletion curves derived using a number of methods have been 

presented.  To interpret these it is insightful to evaluate the relationship between a 
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depletion curve and underlying probability distribution following the procedure in 

equations 4-7 to 4-12.  Luce and Tarboton (2001) presented depletion curves for the 

normal, log-normal, exponential and gamma distribution to illustrate the effect of 

distribution shape on the derived depletion curve.  Here nine depletion curves were 

derived from the gamma distribution with different degrees of variability (Figure 4-8).  

Recognizing the insensitivity of depletion curves to specific values of the mean and 

variance of the distribution the coefficient of variation was used to quantify the degree of 

variability. 
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Figure 4-8 Depletion curves derived from gamma distributions with different Coefficients 
of Variation.  The shape parameters of the gamma distribution (1/CV2 Chow et al., 1988)  
from upper left to low right are 20,10, 5, 3, 2, 1, 0.5, 0.2, 0.1.  The lower the shape  

parameter, the higher the coefficient of variation 



 120 
Comparison of the depletion curves in Figure 4-7 with the depletion curves in 

Figure 4-8 suggests that the distribution of snow within the watershed has a highly 

skewed distribution with high CV.  Depletion curves other than that derived only from 

elevation have patterns similar to that derived from high skewed gamma distribution with 

a shape parameter between 0.2~0.5.  The depletion curve derived from elevation has a 

pattern similar to that derived from the low CV gamma distribution (Figure 4-8), which 

indicates that the depletion curve derived only from the elevation significantly 

underestimates the subgrid variability of snow.    

Evaluation of lumped model results using 
 different depletion curves 

The lumped model was run for the period 9/1/1995 to 8/30/1996 using each of the 

depletion curves derived above as input.  Model predictions are here compared to 

observations of snow covered area and the distributed model results which serve as 

reference.  Table 4-1 gives the snow covered area fraction on each date it was observed 

from the aerial photographs compared to modeled snow covered area fraction.  Time 

series of snow covered area fraction are given in Figure 4-9 while Figure 4-10 presents a 

bar-graph comparison of modeled and observed snow covered area fraction on each date 

 
 

Table 4-1 Comparisons of measured and modeled area fraction 

Date Observed 
Distributed 
 Modeled 
 reference 

Elevation 
only 

Accumulation 
 factor only 

Elevation and 
Accumulation 

 factor 

DAMPT 
m/a 

dependent 

DAMUM 
 m/a 

dependent 

DAMUM 
 m/a 

independent 
5/22/96 0.33 0.34 0.75 0.59 0.32 0.35 0.39 0.32 
6/9/96 0.29 0.26 0.44 0.35 0.30 0.32 0.33 0.23 

6/29/96 0.14 0.13 0.00 0.16 0.16 0.13 0.16 0.11 
7/21/96 0.06 0.05 0.00 0.05 0.04 0.05 0.05 0.04 
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Figure 4-9 Comparisons of measured, modeled snow covered area fraction by large scale  
snowmelt model and distributed snowmelt model 
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Figure 4-10 Comparisons of measured, modeled snow covered area fraction at four dates  
by large scale snowmelt model and distributed snowmelt model 

 
 

it was observed.  The modeled snow covered area fraction is close to the observed values 

at four dates for the depletion curves derived from the reference distributed model as well 

as using depletion curves from elevation and accumulation factor, DAMPT and DAMUM 

dependent.  On the contrary, the snow covered area fraction modeled with depletion 

curve derived only from the elevation or only from the accumulation factor, or where 

independence between a and m is assumed differs more from the observed values.  The 

modeled time series of snow covered area fraction (Figure 4-9) and basin average snow 

water equivalent have similar responses (Figure 4-11). 

DISCUSSION AND CONCLUSIONS 

Several approaches were developed to derive the subgrid variability of snow from 

topography and topographically derived variables.  The derived depletion curves and  



 123 
 (a) 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

8/19/1995 10/18/1995 12/17/1995 2/15/1996 4/15/1996 6/14/1996 8/13/1996

W
a 

(m
)

Distributed modeled reference Elevation only
Accumulation factor only Elevation and accumulation factor 

 
(b) 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

8/19/1995 10/18/1995 12/17/1995 2/15/1996 4/15/1996 6/14/1996 8/13/1996

W
a 

(m
)

Distributed modeled reference DAMPT m/a dependent

DAMUM m/a dependent DAMUM m/a independent

 
Figure 4-11 Comparisons of modeled time series of basin average snow water equivalent  

by large scale snowmelt model and distributed snowmelt model 
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model results using these depletion curves were evaluated against the observed snow 

covered area fraction and the reference model results from the explicitly distributed 

snowmelt model.  A limitation of the results presented here are that the accumulation 

factors were derived from only four snow covered area images obtained during the melt 

season when less than 35% of the watershed was snow covered.  This was the case even 

for the reference results.  The lower bound on accumulation factor was unconstrained 

over a significant part of the domain.  Therefore the upper parts of the depletion curves 

ranging from full snow cover to the first observation have considerable uncertainty and 

differences between depletion curves over this range should not be given as much weight 

as differences for the lower part of the depletion curve range from the first observation to 

disappearance of the snowcover.   

The best results overall were obtained from the differential accumulation and melt 

approach accounting for the spatial dependence between accumulation and melt with melt 

estimated from a distributed model.  The DAMUM dependent depletion curve in Figure 

4-7 is closest on average to the reference and correctly captures the initial reduction of 

snow covered area with the onset of melt, although this is uncertain due to the lack of 

measurements at this time.  The snow covered area and snow water equivalent 

comparisons for this case were good.   

These results support the validity of the combination of distributions of 

accumulation and melt given in equation 4-25 for the derivation of a depletion curve.  

This is an important contribution because accumulation and melt are fundamentally 
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different processes and this theory provides a formal way for these different effects to be 

correctly combined.   

Despite the theoretical appeal of the approach combining accumulation and melt 

distributions, further work is needed to make this method practical.  In the DAMUM 

dependent results a spatially explicit distributed model was run to obtain the melt 

distribution.  This defeats the purpose of the subgrid parameterization.  The DAMPT 

results estimated the distribution of melt from elevation and radiation exposure using the 

ABC model.  The discrepancy of the depletion curve so obtained is evident in Figure 4-7 

b and is indicative of the error introduced by the approximate melt distribution.  This 

depletion curve does not capture the reduction in snow covered area with initial melt 

observed in the reference.  Again this is a difference where the uncertainty is highest due 

to the lack of measurements.  The DAMPT dependent depletion curve is therefore still a 

reasonable approximation to the reference and about equally as good as the depletion 

curve derived empirically combining elevation and accumulation factor.  These both 

provide adequate simulations of the snow covered area and basin average snow water 

equivalent.   

The depletion curves derived using the distribution of elevation only, or assuming 

that accumulation and melt are independent are markedly different from the reference.  

From this we conclude that elevation alone is insufficient to parameterize the subgrid 

variability of snow.  We also conclude that the spatial variability that is responsible for 

variability in accumulation and variability in melt is related and it is inadequate to neglect 

this dependence in deriving a depletion curve.   
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Although this work has made progress towards the parameterization of snow 

subgrid variability based on topography alone the solution is still not complete.  The 

distributions of snow accumulation used were derived (based on chapter 3) from aerial 

photographs and a small scale distributed model.  Other researchers have made progress 

on the parameterization of snow accumulation from wind blowing snow models (Liston 

and Sturm, 1998; Prasad et al., 2000; Winstral et al., 2002; Winstral and Marks, 2002), 

but it still remains to be tested whether the accumulation predicted by such a model, when 

combined with a terrain derived distribution of the melt distribution can provide a 

depletion curve that gives a satisfactory subgrid parameterization at large scale.   
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CHAPTER 5  

 TESTING THE SCALING PROPERTIES OF A LUMPED MASS  

AND ENERGY BALANCE SNOWMELT MODEL 

Abstract:  

This paper examines the applicability of and limitations to using the depletion curve 

approach for parameterizing the subgrid variability of snow in a steep mountainous 

watershed.  The coefficient of variation of snow water equivalent has been shown to be 

an important parameter related to the shape of the depletion curve.  We present theory 

that relates the coefficient of variation to the variability of processes that drive the spatial 

variability of snow.  We then use numerical modeling of snow processes over the Green 

Lakes Valley Watershed to examine the contribution of different causative processes to 

the overall variability of snow water equivalent.  We find that both the accumulation 

factor that characterizes the spatial snow drifting and accumulation processes as well as 

spatially variable sublimation and condensation are needed to represent the full 

variability observed.  We then examine the effectiveness of the depletion curve approach 

for different size model elements.  We were interested in scale limitations of the 

depletion curve approach.  We found that the depletion curve is able to suitably 

parameterize the subgrid variability up to the scale of the entire watershed (8.1 km2) but 

when subwatersheds are examined some discrepancies due to nonlinearity in the snow 

accumulation and melt processes arise.  The limitations of the depletion curve 

methodology due to these nonlinearities are discussed. 
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INTRODUCTION 

Snowmelt is a surface water input of importance to many aspects of hydrology 

and water resources management.  Snowmelt is primarily driven by energy exchanges at 

the snow surface that have variability down to the horizontal scale of 1 to 10 m (hereafter 

referred to as the point scale).  This variability leads to a non-uniform spatial distribution 

of snow water equivalent and patchiness in the snowcover during melt.  The physical 

processes responsible for snowmelt at point scales are relatively well understood and 

modeled by a variety of “point” models (Anderson, 1976; Morris, 1990; Jordan, 1991; 

Tarboton et al., 1995; Tarboton and Luce, 1996). However, when applied to a large 

watershed, point snowmelt models cannot represent the snow accumulation and melt 

processes well without parameterizing the variability within modeling elements.   

Surface energy fluxes only melt snow over the area where snow is present, so an 

important process to consider in the parameterization of subgrid variability of snow is the 

evolution of snow covered area.  A depletion curve is one method to characterize the 

reduction in snow covered area during the progress of melt.  Depletion curves have 

historically been used with temperature index models to predict snowmelt runoff (e.g. 

Anderson, 1973; Martinec, 1980; Hall and Martinec, 1985; Brubaker et al., 1996).  In 

such models, the amount of melt is multiplied by the snow covered area to estimate the 

total input of water to a basin.  Snow covered area has also been used in the modeling of 

basinwide snow water equivalent (Dunne and Leopold, 1978; Ferguson, 1986; Buttle and 

McDonnell, 1987; Luce et al., 1999).  In this sort of modeling, information about the total 
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mass of snow in the area (from direct measurement of the snowpack or estimated 

from accumulated precipitation) is used, and conservation of mass is considered.  

Luce et al. (1999) suggested the use of the depletion curve as a parameterization 

of subgrid variability in a physically based mass and energy balance snowmelt model.  

Rather than relating snow covered area to accumulated melt or degree days as in earlier 

depletion curve methods. Luce et al. (1999) related snow covered area to the total mass 

of snow remaining on the ground, or the area-averaged snow water equivalent and 

derived equations that estimated a dimensionless depletion curve from the distribution 

function of snow water equivalent at peak snow accumulation.  This derivation focuses 

on differential accumulation as a cause for spatial variability and, in the derivation of the 

depletion curve from the peak snow accumulation distribution, approximates the melt 

process as being spatially uniform.  The depletion curve obtained this way may be 

naturally scaled by maximum snow accumulation in any given year, requiring only a 

dimensionless functional form of the depletion curve to be specified.  These contributions 

to depletion curve methodology addressed two problems: first the problem of assigning 

dates and peak or average depth at onset of melt is avoided; second the need for a new 

depletion curve each season is avoided.  Further research demonstrated that the spatial 

distribution of solar radiation input can be included into this procedure to improve the 

representation of subgrid variability of snow (Luce, 2000; Luce and Tarboton, 2001).  In 

chapter 4 the connection between depletion curves and other spatially distributed 

variables causative of spatial variability in snow was explored and relationships with the 

distribution of elevation, snow accumulation factor and solar radiation exposure were 

combined for the purposes of estimating depletion curves.  Luce and Tarboton (2004) 
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explored the relationship between the depletion curve and the coefficient of variation 

(CV) of the snow water equivalent distribution.  They found that the CV of the 

distribution of snow water equivalent at peak accumulation used to derive the depletion 

curve exhibits a strong relationship with the shape of the depletion curve. 

The depletion curve approach has proven effective in parameterizing the subgrid 

variability of snow in the small Upper Sheep Creek watershed with rolling terrain (Luce 

et al., 1999; Luce and Tarboton, 2001).  However, questions still remain when applying 

this approach in larger steeper watersheds; these are: 1) Is the depletion curve approach 

effective in steep mountainous watersheds? 2) Is there a scale limitation on the size of 

model elements where the depletion curve approach can be used? 3) What is the 

relationship between the within element snow variability and the size of the modeling 

element? 4) Can a method be developed to estimate the CV of snow from the CV of 

causative processes given that shape of the depletion curve has strong relationship with 

the CV of snow (Luce and Tarboton, 2004)?  These questions are important to understand 

the practical limitations associated with the depletion curve approach and to explore ways 

to obtain depletion curves where detailed snow surveys are impractical.   

In this paper the Green Lakes Valley study area was subdivided into a number of 

watersheds with differing scale to explore scale limitations on the applicability of the 

depletion curve approach, and to examine the relationship between the variability of 

snow and the size of modeling element.  The relationship between the CV of snow and 

the size of modeling element was examined systematically using nested model elements.  

A theory was developed to link the CV of snow to the CVs of accumulation factor, melt, 

and sublimation.   
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THEORY  

In estimating a depletion curve for the parameterization of the subgrid variability 

of snow, following the work of Luce and Tarboton (2004) the CV of the snow water 

equivalent distribution is an important parameter to quantify.  However, for most 

situations, the intense spatial measurements of snow necessary to directly measure the 

CV are not available.  Here we develop theory to derive the variability of snow from the 

CV of accumulation factor, point measurements of precipitation, and the variability of 

modeled melt and sublimation.  

The snow water equivalent mass balance at a point is 

 

mp
dt

dW −= φ* , (5-1) 

 

where W is snow water equivalent, t is time, φ  is the accumulation factor, p is the 

spatially average snowfall rate, and m the combined mass change rate consisting of 

snowmelt and sublimation.  Quantities W, φ   and m are spatially variable while p is 

treated as spatially constant.  The time invariant accumulation factor φ  represents the 

propensity of a location to accumulate snow relative to the spatial average and pφ  

together describe the spatially variable snowfall at a point.  The field φ  is designed to 

parameterize the effect of all processes that result in spatial variability in snow 

accumulation such as wind blown drifting, sliding or avalanching and orographic 

precipitation.  The multiplicative form of the input φp  that separated temporal and 
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spatial variability is an assumption that has proved to be practically effective (Luce et 

al., 1999; Luce and Tarboton, 2001; Luce and Tarboton, 2004).  Integrating equation 5-1 

the snow water equivalent at any location can then be expressed as: 

 

cMPW −= φ , (5-2) 

 

where P is the cumulative average snowfall and Mc  the cumulative net mass loss.  The 

spatial mean and the variance of snow water equivalent (W and 2
Wσ ) can be related to 

the spatial mean and the spatial variance of accumulation factor and mass change 

through: 

 

cMPW −= φ , (5-3) 

and 

( ) ccc
MMMW P σσρσσσ φφφ ,

2222 −+= . (5-4) 

 

Hereφ is the spatial mean of accumulation factor,  M  the spatial mean mass change, 

and ( )cM,φρ  is the correlation between accumulation and mass change.  2
φσ , 2

cMσ  are 

spatial variance of accumulation factor and mass change respectively.  Thus, the 

coefficient of variation of snow water equivalent, CVw, can be related to the coefficient of 

variation, CVφ, and coefficient of variation of mass change, 
cMCV .   
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Equation 5-5 could also be obtained by evaluating the variance of w’ in equation 

4-24 in chapter 4.  Equation 5-5 relates the CV of snow water equivalent to the CV of 

input quantities and their cross correlation.  Positive correlation between snow 

accumulation and snow melt (represented by the mass loss term) decreases the coefficient 

of variation of snow water equivalent, while negative correlation increases this.  The 

implications of this equation relating the coefficient of variation of snow water equivalent 

to the coefficient of variation of accumulation factor, melt and their correlation is 

explored for the Green Lakes Valley study area through a physical energy balance 

snowmelt model used to simulate spatially distributed snow accumulation and melt. 

PHYSICAL ENERGY BALANCE MODEL 

The new UEB snowmelt model (see chapter 2) was used in this work.  Three 

forms of the model were used.  The first is the point model described in chapters 2 and 3 

run at each grid cell to form a spatially explicit distributed model.  In chapter 3 the 

accumulation factors necessary to apply the explicitly distributed form of the model were 

calculated based upon snow covered area data.  The model was applied in a spatially 

explicit mode to each 10 m grid cell in the domain using these accumulation factors to 

provide the best available estimate of the spatially distributed snow processes over the 

domain.  The spatially explicit distributed snowmelt model results are referred to as 

"distributed modeled" and provide the reference results against which to evaluate the 



 

 

137 
performance of the depletion curve approach in different model elements and 

investigate the variability of snow. 

The second model is the large scale model where the depletion curve 

parameterization of subgrid variability is included following Luce et al. (1999).  To 

facilitate application of snowmelt models over large areas it is necessary to have larger 

model elements than the 10 m grid cells.  What we refer to as the large scale lumped 

model (the second form of UEB) consists of one model element over an entire watershed 

or subwatershed, with subgrid variability within this domain parameterized using a 

depletion curve.  A depletion curve for each model element was derived from the 

distributed modeled peak snow accumulation at May 2, 1996 following the derivation 

procedures (Luce et al., 1999; also see chapter 4).  The results obtained using this 

approach were labeled as “lumped.” 

The third form of the model treats the whole modeling element as a single point 

using the mean accumulation factor of the modeling element to modify the total 

precipitation falling in the watershed.  The results obtained using this approach were 

labeled "point."  The results from this point snowmelt model help to assess the efficiency 

of the depletion curve for the lumped parameterization of subgrid variability.   

A 2-hour time step was used for all modeling options.  Both the large scale 

snowmelt model and the point snowmelt model require an effective slope, aspect and 

elevation for the calculation of energy balance inputs.  Slope and aspect are used in the 

calculation of solar radiation inputs and elevation is used to adjust air temperature from 

the measurement elevation based upon lapse rate.  The large scale and point models both 

used the average slope, aspect and elevation to drive the model.  Average slope and 
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aspect were calculated using vector averages comprising separate averages of the 

slope in the east-west direction (with downward slope to the east as positive) and the 

north-south direction (with downward slope to the north as positive).  These directional 

averages were then converted to magnitude and direction that were used as effective 

slope and aspect inputs to the model.  This vector averaging approach avoided the 

discrepancy associated with averaging aspect angles where aspects of 359o and 1o are 

practically equivalent, but average to the opposite direction of 180o.   

STUDY SITES  

The 8.1 km2 Green Lakes Valley watershed (GLV) is a high Rocky mountain 

basin with steep cliffs, talus slopes, and limited soil cover located 40 km west of Boulder, 

CO.  Bare rock comprises about 1/3 of the basin area, talus slopes comprise about 1/3 of 

the basin area, and soil comprises the remaining 1/3 of the basin area.  The 8-ha Arikaree 

cirque glacier lies at about 3800 m just below the Continental Divide within the basin.  

Elevation ranges from 3204 to 4087 m, with most of the basin lying above tree line.  

Mean monthly minimum temperatures are below 0 oC from October through May with 

monthly maxima below freezing from November to April (Berg, 1986).  The area is 

characterized by a mountain continental climate, annually receiving about 1000 mm of 

precipitation (Williams et al., 1996), 80% of which is in the form of snow (Caine, 1995).  

Weather data has been collected at the four stations shown in Figure 5-1 whose locations 

range from valley to ridge top.  This comprises air temperature, relative humidity, wind 

speed and direction.  This data, measured at 10-minute intervals, was averaged to obtain 

two hour time step inputs to drive the models in order to be consistent with the 
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measurements of shortwave radiation that had a two hour time step.  Weather data 

was adjusted for elevation, slope and aspect using the procedures described in chapter 3.  

Daily precipitation was measured at station D1 and spread evenly over 2-hour steps.  

Digital elevation data at 10-m resolution that was produced photogrameterically was 

available.  High-resolution orthophotos (~10 m) produced from Metric 1:24,000 aerial 

photographs taken on four dates in 1996 were also available.  The snow covered area 

images classified from these orthophotos provide information about the snowpack 

depletion processes.    

Figure 5-1 shows the spatial extent of subwatersheds delineated in the Green 

Lakes Valley watershed using the Tardem software (Tarboton and Ames, 2001; 

Tarboton, 2002).  The entire study area is designated as Element 0.  Element 1 is the 

watershed delineated by Tardem as draining to the GLV outlet.  The study area (Element 

0) is larger than Element 1 because it contains some area that according to the DEM does 

not drain to the outlet such as the area around the Subnivean snow laboratory.  Elements 

2, 3 and 4 are nested model elements that ranged in scale and were used to explore 

whether scale limitations exist for the depletion curve approach.  The other model 

elements were selected to span a range of size, orientation, elevation and relief so as to 

test performance of the lumped snowmelt model for a range of conditions.  Model 

element size ranges from 1165 to 85698 10-m grid cells.  The model elements selected 

include steep south-facing subwatersheds, steep north-facing subwatersheds, high 

subwatersheds, and small flat subwatersheds. 

A variability analysis was performed using all the model elements shown in 

Figure 5-1.  The spatially explicit distributed snowmelt model results were used to  
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Figure 5-1 Model elements (subwatersheds) within Green Lakes Valley watershed. Four 
weather stations are located. Element 0 is the whole watershed, (a) shows larger scale  

model elements numbered 1-4, (b) shows smaller scale elements numbered 5-17 
 
 

analyze the dependence of the variability of snow on the size of model elements.  In 

addition, the relationship between the CVs of elevation, accumulation factor, melt, 
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sublimation and incident shortwave radiation and the size of modeling element was 

investigated.  

Cumulative precipitation, cumulative mean melt, and cumulative mean 

sublimation for the accumulation period from September 1, 1995 to May 2, 1996 were 

calculated for all 18 subwatersheds.  The CV of the cumulative melt and CV of 

cumulative of sublimation were also calculated from the distributed modeled results.  

These variables were applied in estimating the CV of snow at the peak accumulation 

using equation 5-5 and compared with the CV of distributed modeled snow on May 2, 

1996, calculated for all 18 subwatersheds.   

RESULTS AND ANALYSIS 

Distributed model variability 

The spatially explicit distributed snowmelt model described in chapter 3 was used 

to provide reference results for comparisons to the output from the lumped model with 

depletion curves derived for different modeling elements.  Figure 5-2 plots the 

Coefficient of Variation (CV) of the reference model outputs for the study sub-

watersheds.  The snow water equivalent shown in Figure 5-2 and 5-3 is the modeled 

snow water equivalent on May 2, 1996, the date of peak accumulation.  The plotted melt 

and sublimation are the cumulative values from September 1, 1995 to May 2, 1996.   

The CV of each variable has an increasing trend with the size of the modeling 

element, with wide variations for the small and medium modeling elements.  The CV 

reaches relatively stable values when the modeling element reaches some threshold size.  

For example, the variability of accumulation factor was found to stabilize at a size of  
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Figure 5-2 Coefficient of variation of variables for model elements with different sizes 
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Figure 5-3 CV of peak Snow Water Equivalent calculated from equation 5-5 under  
various assumptions versus the CV obtained from the spatially explicit distributed model 
 
 

400 grid cells.  This represents an area of 4 x 104 m2.  The length scale (square root of 

area) associated with this area is 200 m.  Accumulation factor describes the variability 

due to wind blowing and drifting.  The scale of 200 m is close to Bathurst and Cooley’s 

(1996) finding that the influence zone of wind blowing snow is around 250 m.   

Four outliers were found in the CV plots.  In the CV plot of snow water 

equivalent the outliers, element 8 and 13, are two south facing subwatersheds.  South 

facing areas tend to have smaller mean snow water equivalent while the variance is 

relatively large leading to large CV.  Element 10 is an outlier on the incident shortwave 
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radiation CV plot.  This is a north-facing low-sunlit subwatershed with small mean 

incident shortwave radiation leading to the large CV.  In the CV plot of sublimation and 

condensation, elements 10 and 12 are outliers.  These are both on north facing slopes 

where mean energy inputs and consequently sublimation is small relative to the variance 

leading to large CV.  Except for these few outliers, the variation of the CV of snow with 

scale shows that the potential exists to establish some relationship between the CV of 

snow and the size of model element.  However, the wide range of the CV of snow for the 

small and medium size model elements indicates that estimation of the CV from the size 

of model element alone is inadequate for these small elements.   

Relationship between CV of snow and  
CV of causative processes 

Equation 5-5 predicts the CV of snow water equivalent given the CV of 

accumulation and depletion processes and their cross correlation.  We are interested in 

this because of the connection between the CV of the distribution used to derive a 

depletion curve and the shape of the depletion curve described by Luce and Tarboton 

(2004) mentioned above.  For deriving a depletion curve the cumulative mass loss Mc 

should really be potential mass loss because actual mass loss is limited by the snow water 

equivalent actually present, truncating the resulting distribution and leading to a bias 

(reduction) of 2

cMσ  and 
cMCV .  To limit the effect of this we examine, in Figure 5-3, 

the CV of distributed modeled W at peak accumulation on May 2, 1996 versus 

calculations using various input choices for the CVφ, CVMc and cross correlation terms in 

equation 5-5.  The x axis in Figure 5-3 gives the CV of snow water equivalent across each 

of the study subwatersheds from the spatially explicit model simulations.  On the y axis, 
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the points give the CV calculated from equation 5-5 using the following approaches: 

1) Accumulation factor only ignoring the variability due to mass change by setting 

CVMc=0 (labeled AF only); 2)  Accumulation factor and melt variability assumed 

independent.  The CVMc input is taken as the coefficient of variation of modeled melt 

during the accumulation season neglecting the effects of sublimation and condensation.  

The correlation between φ  and Mc was taken as 0 (labeled AF + melt); 3) Accumulation 

factor and sublimation and condensation variability.  The CVMc input is taken as the CV 

of net sublimation and condensation during the accumulation season.  Again the 

correlation between φ  and Mc was taken as 0 (labeled AF +S/C); 4) Accumulation factor 

and sublimation and condensation accounting for correlation.  The CVMc input is taken as 

the CV of net sublimation and condensation during the accumulation season.  The 

correlation between accumulation factor and net sublimation and condensation calculated 

from the spatially explicit distributed model was used as an input (labeled AF +S/C cor).  

It may also seem logical to include CVw calculated from using total mass change 

comprising melt, sublimation and condensation for the CVMc terms in equation 5-5.  CVw 

was calculated using this as input, but for reasons that are not clear the results were 

erratic, comparing poorly with the distributed modeled CVw so are not shown.   

Examining Figure 5-3 we find that using drift factor alone (i.e. neglecting the 

variability due to mass change) results in an underestimation of the variability in the peak 

snow accumulation.  Accounting for variability due to melt in the accumulation period 

(assumed uncorrelated with accumulation factor) only slightly improves the CV 

estimates.  The combination of accumulation factor and net sublimation and condensation 

in the accumulation period results in an overestimate of the CV.  This overestimate is 
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reduced when correlation between accumulation factor and net sublimation and 

condensation is incorporated into the calculations.  With this accounting for the 

correlation between accumulation factor and net sublimation and condensation there 

remains a small bias in the CV inferred from equation 5-5, due, we surmise, to the 

sublimation and melt being constrained by the snow accumulation.   

The results presented above show that the theory developed in equation 5-5, 

although not perfect, presents a viable approach for estimating the CV of snow at peak 

accumulation given the CVs from the spatial distribution of accumulation factor and the 

spatial distribution of net sublimation and condensation.  Therefore given information on 

the CV of accumulation factor and net sublimation and condensation, a depletion curve 

could be derived from an assumed distribution type with the calculated CV.  Our results 

that indicate the importance of net sublimation and condensation are consistent with 

Hood and colleagues’ (1999) findings that sublimation is important in the Green Lakes 

Watershed during a snow accumulation period.   

Performance of depletion curve approach  
and size of modeling element 

The four model elements numbered 0, 2, 3 and 4 have sizes, in terms of the 

number of 10m x 10 m grid cells, of 85698, 6524, 3120, and 1165, respectively.  These 

represent a range of scales with a factor of 75 difference in size between the smallest and 

largest.  The CVs of the snow water equivalent at the peak accumulation on May 2, 1996 

are 1.51, 1.68, 1.63, and 1.51, respectively.  From this single comparison CV does not 

appear to have a strong size dependence.  Depletion curves derived from the reference 

distributed modeled snow water equivalent at peak accumulation for each of these model 
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elements are shown in Figure 5-4.  They have similar shapes.  Because the CV of 

snow is similar for these four elements of different sizes we infer that shape of the 

depletion curve is more related to the CV of the peak snow accumulation than the size of 

watershed.  These depletion curves show that elements 4, 3, and 2 have a relatively 

higher fraction of cells with relatively small snow water equivalent at the peak 

accumulation than the watershed as a whole.  The small steps in the depletion curve are 

artifacts due to the accumulation factor having been estimated based on four snow 

covered area images (chapter 3).   
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Figure 5-4 Derived depletion curves for 4 modeling elements from the distributed  
modeled snow water equivalent at peak accumulation on May 2, 1996 
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The modeled time series of fractional snow covered area and basin average 

snow water equivalent for the three models are shown in Figure 5-5 and 5-6 for the four 

nested model elements.  The lumped model used depletion curve derived from the 

reference distributed modeled snow water equivalent on May 2, 1996 (peak 

accumulation).  In Figure 5-6 the point model which does not parameterize subgrid 

variability results in early disappearance of snow.  In comparison to this, the results from 

the spatially explicit distributed model reference and lumped model are relatively close.  

Both distributed and lumped simulations compare well with the observed snow covered 

area shown in Figure 5-5.  These comparisons indicate that the variability of snow in 

modeling elements of different sizes can be parameterized well using depletion curves.    

The depletion curve approach is however not successful in all topographic 

settings.  Figure 5-7 gives results for model elements 7, 11, 14, and 17 (see Figure 5-1 for 

the location of these).  Element 7 is a small flat foothill subwatershed with 22 cells; 11 is 

a high east-facing small subwatershed with mean elevation of 3824 m; 14 is south-facing 

subwatersheds with elevation range of 240 m; and 17 is a northeast-facing subwatershed 

with larger elevation range of 400 m.  These examples span the range of aspects present 

in the Green Lakes Valley study area. 

Figure 5-7 shows comparisons between the point, lumped, and distributed 

reference snowmelt model in these elements.  In element 7 the three models are very 

similar in the modeling of snow water equivalent because this subwatershed is a small 

flat subwatershed, and the snowcover is almost uniform.    
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Figure 5-7 Modeled snow water equivalent and snow covered area fraction for some  

example subwatersheds with specific topographical settings 
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In northeast-facing element 11, the estimated snow water equivalent from the 

lumped snowmelt model and the point snowmelt model are almost identical since this 

subwatershed is fully snow covered during most of the winter season.  However both of 

these model elements differ from the explicitly distributed model taken as reference.  The 

distributed model reference snow covered area compares better to observations lending 

credibility to it being used as a reference.   

The bias between distributed and lumped model snow water equivalent in element 

11 is examined more closely in Figure 5-8 which shows the mass change rate modeled in 

the lumped snowmelt model versus the reference distributed snowmelt model.  Element 

11 is a high elevation model element.  Relative to the distributed model the lumped 

model underestimates the net mass accumulation and overestimates the net mass loss 

during the accumulation season.  Since the same accumulation factor was used in both 

models the reason for this difference is primarily differences in condensation during 

accumulation and sublimation and melt during melt that although small in each time step 

end up having a net effect of an underestimation of the peak snow water equivalent by 

20%. 

In South facing element 14 the lumped and point models differ, with the lumped 

model overestimating snow water equivalent relative to the distributed reference.  This 

effect also occurred in other south-facing subwatersheds with large elevation range where 

melt and sublimation have considerable variability.  In north-facing element 17 there is 

again good agreement between distributed reference and lumped snow water equivalent 

model estimates. 
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Figure 5-8 Comparison of mass changes in model element 11 for each time step during 
the accumulation season (Sept. 1, 1995 ~ May 2, 1996) between the lumped snowmelt 
model and reference distributed snowmelt model.  Positive values represent mass 
increase (condensation/new snow) while negative value represent mass reductions  

(melt/evaporation) 
 

 

To better understand the reasons for the discrepancies exemplified by elements 11 

and 14 we examined the snow water equivalent change for these two model elements for 

a single 2-hour time step from 18:00-20:00 on January 11, 1996, chosen for illustration 

because this time step is one in which the difference in Figure 5-8 is largest.  The 

distribution (over the 10 m grid cells) of mass loss (S+M) for this time step for both 

elements 11 and 14 is shown in Figure 5-9 (a).  Figures 5-9 (b-d) examine the 

relationship between mass loss and the topographic variables: elevation, slope and aspect  
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Figure 5-9 Distribution of mass loss (E+M) from 18:00 to 20:00 January 11, 1996 and its  

relationship with topography and topographical variables 
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(cosine of aspect is used to avoid the abrupt discontinuity associated with the 0o to 

360o break).  The nonlinearity present in these figures suggests that using the average 

elevation, slope, and aspect in the lumped snowmelt model may lead to the mass loss 

discrepancies found when comparing to with the distributed snowmelt model.  

Specifically for this time step in element 11 the large scale snowmelt model produced a 

sublimation of 0.33 mm using the average aspect, elevation, and slope to drive the model, 

while the distributed snowmelt model only produced an average of 0.01-mm sublimation.  

We believe that this difference is due to the difference between lumped and distributed 

model energy inputs.  This is discussed further below.   

The snow water equivalent change in a single time step involves variability in the 

history of the snowpack and driving forcing.  Here we compare the distribution of the 

cumulative snow water equivalent change from the start of modeling on September 1, 

1995 to May 2, 1996, the accumulation period.  Figure 5-10 gives the distribution of mass 

loss (S+M) for elements 11 and 14.  The snow water equivalent and mass loss due to 

sublimation and melt up until May 2, 1996 are shown in Table 5-1.  The distribution of 

the mass loss has large variability and is skewed for both the elements 11 and 14.  This 

variability coupled with the nonlinearity illustrated earlier is what we believe leads to the 

modeled total mass loss in the lumped snowmelt model differing from the mean mass 

loss modeled from the distributed snowmelt model.  Even worse, the modeled mass loss 

in the lumped snowmelt model may fall outside the range of the value modeled in the 

distributed snowmelt modeling, e.g. 0.32 m mass loss modeled in element 11 (see Table 

5-1 and Figure 5-10).  This we again believe is due to the difference between lumped 

model and distributed model energy inputs.   
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Table 5-1: Modeled snow water equivalent and mass loss in different models (m) for the 

period September 1, 1995 to May 2, 1996 

Distributed snowmelt 
model 

Lumped snowmelt model Point snowmelt model 
 

Element 11 Element 14 Element 11 Element 14 Element 11 Element 14 
W at May 2, 1996 0.8 0.07 0.66 0.11 0.65 0.08 
Mass loss due to 
sublimation and melt 

0.18 0.42 0.32 0.38 0.33 0.41 
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Figure 5-10 Distribution function of snow water equivalent change in distributed  
snowmelt model during the period Sept 1, 1995 to May 2, 1996 

 
 

The point and lumped snowmelt models use subwatershed average elevation, 

slope and aspect.  For element 11 these are: Mean slope = 24.1o, Mean aspect = 71.2o, 

averaged using vector averaging.  These average topographic variables result in 

differences between lumped and distributed radiation energy components.  The 

cumulative radiation components in the lumped and point model for the accumulation 

period from September 1, 1995 to May 2, 1996 are 1.95 M kJ/m2 (M kJ/m2 denotes 

million kJ/m2) for incident shortwave radiation, 5.29 M kJ/m2 for longwave radiation, for 
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a combined radiation input of 7.24 M kJ/m2.  The ranges from the distributed 

snowmelt model are 0.47 - 3.6 M kJ/m2 for shortwave radiation, 4.9 - 5.0 M kJ/m2 for 

longwave radiation, and 5.4 - 8.0 M kJ/m2 for the combination.  Only 24 out of 274 cells 

have the combined radiation higher than the lumped model average of 7.2 M kJ/m2 

(Figure 5-11).  This mean bias in radiation is one of the reasons for discrepancies 

between the lumped and reference distributed model results.  If we consider the 

variability of albedo under different sunlit conditions, this radiation discrepancy may be 

even more significant.   

We note here that the absolute discrepancy (0.04 m) between modeled snow water 

equivalent at peak accumulation using the lumped snowmelt model and the distributed 

snowmelt model is relatively small for element 14.  This 0.04 m discrepancy may be 

within the typical error in a hydrologic model.  However the relative discrepancy  
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Figure 5-11 Distribution of cumulative radiation during the period Sept 1, 1995 to  
May 2, 1996. 
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is significantly larger than the relative discrepancy for element 11.  This suggests that 

these potential discrepancies need to be taken into account in the application of the large 

scale lumped snowmelt model to large modeling elements with topographical settings 

similar to those found in elements 11 and 14.   

DISCUSSION AND CONCLUSIONS  

A spatially distributed snowmelt model run on 10 m grid cells over the Green 

Lakes Valley Watershed provided the reference against which to examine the spatial 

variability of snow water equivalent and the depletion curve approach used to 

parameterize subgrid variability.  This model was previously (chapter 3) verified against 

snow covered area data.  Theoretically the coefficient of variation of snow water 

equivalent is related to both the coefficient of variation of snow accumulation processes, 

the coefficient of variation of snow depletion processes and the cross correlation between 

these processes.  By examining the coefficient of variation of each of these effects on 

snow variability over a range of scales we showed that, in this setting, to quantify the full 

variability of snow water equivalent, the variability of both the accumulation processes 

and sublimation and condensation processes needs to be represented.  The coefficient of 

variation of accumulation processes reached a plateau at a scale compatible with a linear 

scale of 200 m consistent with an earlier finding that the length scale associated with 

snow drifting processes is 250 m. 

The depletion curve parameterization in the lumped model was shown to produce 

acceptable results in comparison to both the reference explicitly distributed model and 

observed snow covered area fraction when applied to the entire study area as a single 
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model element.  This would suggest that there is not a scale limitation on this theory 

up to the scale of 8.1 km2 in this setting.  However when the depletion curve 

parameterization was applied to selected subwatersheds within this domain, discrepancies 

were noted in certain topographic settings.  The first discrepancy found was that in high 

elevation model elements nonlinearities in the processes associated with sublimation and 

condensation, and perhaps the interpolation of driving weather variables result in a 

consistent bias between the explicitly distributed reference and lumped model.  A second 

discrepancy involved south facing model elements with large elevation range.  South 

facing model elements tend to lose snow more rapidly due to radiation exposure and the 

large elevation range results in some parts of the model element losing snow at the same 

time as other parts of the element are gaining snow.  The depletion curve subgrid 

parameterization does not represent this effect.   

In some of the sub-watersheds examined discrepancies between modeled snow 

water equivalent using the large scale snowmelt model and distributed snowmelt model 

were attributed to the difference between incident radiation calculated using the average 

slope, aspect, and elevation and the incident radiation calculated from the spatially 

explicit distributed model.  This exposes a limitation of the lumped approach that is 

quantifiable and in principal rectifiable.  In fact, Ranzi and Rosso (1995) have suggested 

improved methods for the calculation of direct radiation over a drainage basin that may 

serve as the basis for correcting this limitation in future work.   

The fact that the discrepancies in certain sub-watersheds do not impact the overall 

results when applied to a large watershed suggests perhaps that there are offsetting errors, 

or that these discrepancies occur in a relatively small fraction of the area.  Nevertheless 
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the physical cause and limitations implied by these issues need to be considered when 

delineating model elements for use with a depletion curve parameterization of the subgrid 

variability of snow in steep mountainous areas. 
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CHAPTER 6 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

 
Chapters 2 to 5 report the main scientific results of this dissertation. Here I 

summarize and emphasize the important contributions and recommend avenues for future 

research. 

SUMMARY AND CONCLUSIONS 

Chapter 2 described enhancements to the Utah Energy Balance snowmelt model. 

A modified force restore approach was applied to parameterize the surface temperature of 

snow, and a new refreezing scheme was developed to approximate the heat loss after 

partial melt.  These modifications corrected a deficiency in the model’s representation of 

the internal energy content that had been noted previously.  Performance tests of the new 

model demonstrated that with the enhancements presented, the single layer snowmelt 

model can provide a good representation of snowmelt processes for situations in which it 

was applied.   

Chapter 3 presented a new approach that combines physically based snowmelt 

modeling with the use of a limited number of snow covered area images to estimate the 

snow accumulation factor necessary to explicitly represent spatially distributed snow 

processes.  This work provides a way to use snow covered area images in combination 

with meteorological inputs to calibrate the accumulation factor needed to represent snow 

distribution and redistribution effects in an alpine watershed.  In this chapter, although 
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general relationships between physical terrain attributes and accumulation factor were 

explored I was unable to find a single general relationship that could be extended to 

similar settings, without snow cover observations.  Therefore application of these ideas 

requires snow covered area as well as meteorological and topographical information.    

Chapter 4 explored the idea that topography is the governing cause of most spatial 

variability in snow.  This chapter evaluated whether surrogate variables derived from 

topography could be used to derive the depletion curve used to parameterize the subgrid 

variability of snow.  It was found that the depletion curve derived using the distribution 

of elevation only, or assuming that accumulation and melt are independent are markedly 

different from the reference depletion curve and hence are not good approaches for the 

parameterization of subgrid variability.  The best overall result was obtained from the 

approach that combined accumulation and melt explicitly accounting for the spatial 

dependence.  This is important because accumulation and melt are fundamentally 

different processes, related to different topographic attributes and this approach provides 

a formal way for these different effects to be correctly combined in the estimation of 

depletion curves for the parameterization of the subgrid variability of snow.  The results 

indicate that it is possible to get depletion curves that approach the reference depletion 

curve based on surrogate variables, but that the better estimates still require some reliance 

on spatially explicit modeling.  

Chapter 5 explored the scaling limitations associated with depletion curve 

parameterizations of the subgrid variability of snow.  The depletion curve approach was 

able to successfully represent snow accumulation and ablation processes up to the largest 

scale watershed examined (8.1 km2) suggesting that it is applicable in this setting up to 
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these scales.  However we did find biases when using the depletion curve subgrid 

parameterization for certain subwatersheds within the study area.  These were 

subwatersheds where there was a bias in the energy inputs or where there was a large 

elevation range.  Analysis of the bias in energy inputs was traced to nonlinearity in the 

energy inputs and the use of average elevation, slope, and aspect in the large scale 

snowmelt model.  Approaches to correct this in the future were suggested. 

RECOMMENDATIONS 

This dissertation has presented some new approaches that advance the 

representation of the spatial variability of snow in snowmelt models.  Although 

considerable progress was made, evaluation of these approaches was limited by the data 

available and further evaluation with more detailed data is needed.  For example, the 

representation of the spatial distribution of snow from snow covered area images in this 

study was based on only four snow covered area images.  No snow covered area images 

were available during the high accumulation period from January to April.  In our 

modeling results, the watershed is modeled as fully snow covered during most of the 

accumulation period.  This result may not be correct because it has been suggested that 

the snow covered area fraction rarely exceeds 85% for this watershed due to the steep 

topography.  Snow covered area images collected during the winter season would 

confirm this and help better represent the spatial variability of snow.  Earlier snow 

covered area images would also provide data critical to constrain the early part of the 

depletion curve which is, in the current work, somewhat speculative due to the lack of 

early season data.   
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Chapter 2 introduced new parameterizations for snow surface temperature and 

the refreezing of meltwater present in the snowpack.  The new refreezing scheme has 

only been tested against the calculated internal energy content of the snowpack.  Direct 

comparisons to the penetration of the refreezing front were not possible and are 

recommended in the future.  This could be achieved through measurements of liquid 

content and its vertical distribution or through comparisons against a more detailed model 

that keeps track of the multiple phases present within a snowpack (e.g. SNTHRM, Jordan, 

1991).   

There are also a number of ideas to pursue given more frequent observations of 

snow covered area.  The bounds on accumulation factor calculated in Chapter 3 could be 

reduced.  These tighter bounds would allow for better examination of relationships 

between accumulation factors and topography.  Frequent measurements of snow covered 

area could be combined with energy balance modeling to directly construct depletion 

curves. 

Chapter 4 brought out the importance of the spatial correlation between 

accumulation and melt on depletion curves and the parameterization of snow subgrid 

variability.  To date this correlation has only been quantified using results from spatially 

explicit distributed models.  This is a limitation because spatially explicit models are 

computationally intensive and demanding of data.  Research is recommended to further 

explore the relationship between topography and the correlation between accumulation 

and melt so that these approaches can be generalized.   

Chapter 5 exposed biases in the energy inputs when the large-scale modeling 

approach using depletion curves was applied to certain sub-watersheds.  This was due to 
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average slope, aspect and elevation not being representative, an example of a scale 

problem with nonlinear processes.  Research is recommended in the future to exploit 

alternative ways to quantify the direct energy inputs over a watershed to avoid this 

problem, following, for example, procedures suggested by Ranzi and Rosso, (1995). 

Finally, the interaction between wind and topography is the root cause of 

variability in both precipitation and snow drifting.  In a mountainous watershed the wind 

field are complex and difficult to measure.  This poses problems for the physical 

modeling of drifting and turbulent energy exchanges.  Examination of spatial wind 

patterns, perhaps derived from hydraulic models coupled with measurements needs to be 

a topic of future research if we are to make progress in this area.  
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DEPLETION CURVE DERIVATION FROM 

RESCALED DISTRIBUTION FUNCTION 

This appendix shows that the rescaling of a probability distribution function used 

to derive a depletion curve does not change the shape of the dimensionless depletion 

curve that results.  The procedure for deriving a depletin curve Adc*(Wa) from a general 

probability density function fg(w) is given by Equations 4-7 to 4-12.  Our approach is to 

consider a rescaling of fg(w) and use the rescaled fg(w) in the derivation going from 

Equations 4-7 to 4-12.  Consider the rescaling represented by x=cw.  The density function 

of x can be written as: 
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Putting this in Equation 4-8 
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Here )m(A’
m , ( )mW’

m  are the snow covered area fraction and basin average snow 

water equivalent for the rescaled distribution respectively.  To apply Equation 4-10 we 

also need the inverse function ( )a
’
m WW

1−
.  For a given Wa applying Equation A-3 we get 
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Hence 
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Now the maximum basin average snow water equivalent under the rescaled pdf fx(x) is 

following Equation 4-11 
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The last two statement result from applying Equation A-3.  Now applying Equation 4-10 

with the rescaled results 
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Substituting A-8 results in 
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Now using A-2 results in 

 

 




=










= −

c

W
A

c

W
WA)W(A a

dc
a

mma
’
dc

1  (A-12) 

 

Thus the depletion curve of the rescaled distribution is equivalent to the depletion curve 

of the original distribution with the axis rescaled.  The dimensionless depletion curve is 

obtained from A-12 through a rescaling by ’
maxaW  
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Due to A-9 this is equivalent to the original dimensionless depletion curve 
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